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When your CEO or customer says the data is
wrong...

Nope. Don't Ijke that.



Unreliable data is more prevalent than we admit

“Our data is 100% reliable.”

Said no one ever

Google's Bad Data Wiped Another Neighborhood Off the Map (n

Posted by EditorDavid on Saturday March 16, 2019 @09:34PM from the feeling-unlucky dept.




Current solutions take heroic (or tedious) efforts

@ Jon lIbasco
@Rl cattle

“Each data engineer
adds monitoring and
basic checks to their
pipelines, but it’s all

manual.”

Engineering Manager,
1500 person tech co

“We’ve been building out
data monitoring solutions
for the last year and
FINALLY we’re in a good
place.”

Engineering Manager, 300
person tech co



“Data downtime” refers to periods of time when

your data is partial, erroneous, missing or otherwise

inaccurate.



Signs you’re experiencing data downtime

Your data team spends >10% of time on fire drills
Your company lost $$ because data was broken
Critical analysis fails because missing data went unnoticed

Troubleshooting involves tedious step-by-step debugging



What can we do about it?

If you care about the data industry, make data downtime
mitigation part of your culture

Team SLAs
Weekly meetings

Post-mortems
Pay data debt




World-class companies mitigate data downtime

Automated Scalable




Examples:

e Generate the data more frequently than you

Proactive

need it

e Manually write data QA queries and alert on it
e Track time stamps to ensure data isn’t stale

e Validate row counts in critical stages of pipeline



Example #1: Validate row counts in critical

Data Data
Warehouse

stages of pipeline

Validate number of rows for key tables (e.g. website visitors) is within reasonable range

Consider failing the job vs. generating a warning/alert



Example #1: Validate row counts in critical

Data
Warehouse

stages of pipeline

Metrics

Y
Time-series > alerting
DB -




Example #1: Validate row counts in critical
stages of pipeline

e Particularly effective when
o Row count is somewhat predictable
o Problems tend to result in substantial missing or duplicated data

e Limitations
o Could require tuning and maintenance
o Sensitive to seasonality
o Doesn'’t catch all issues



Examples:

Automated e Automatically track metrics about dimensions &

measures, compare to past periods

e Create a data health dashboard
e Document fields and tables
e Monitor/enforce schema and validity of

upstream



Example #2: Monitor/enforce schema and validity
of upstream

e Why
o Data sources change (e.g. engineering pushes schema change)
o Data team does not control and has no visibility
e How
o Define expected schema
o Validate data against schema before processing

o Discard or alert on data that doesn’t match



Example #2: Monitor/enforce schema and validity
of upstream

E Protocols Kicks App Tracking Plan

Kicks App 7

Status Data Type

od of sharing

Order Completed

upon re




Example #2: Monitor/enforce schema and validity
Of upstream >> my_df.expect_column_values_to_be_between(

"my_column",
min_value=0,

e Bonus: validate data, not | oS tly=0.7
{
. "success": t
just schema (e.g. great ‘success* trie
= "unexpected_percent": 0.2,
expectations open source) “partial_unexpected_index list": [

[

"unexpected_percent_nonmissing": 0.2,
"unexpected_count": 2
}
}

Source: https://github.com/great-expectations/great_expectations



https://github.com/great-expectations/great_expectations

Example #2: Monitor/enforce schema and validity
of upstream

DAG Failure incident:

e Bonus: automate

Airflow DAG failure: <TaskInstance: rea__test_pager_duty_incident_operator.test_dag_failure_alert 2018-12-
05T05:04:26.449535+00:00 [failed]> (aert)

.
OWn e rS h I p & pag e th e Related to Incident: [#42849] Airflow DAG failure: <TaskInstance: rea__test_pager_duty_incident_... (Resolved )

Severity Critical
Alert Times Open from Dec 5, 2 5, 2018 at 4:08 PM (for 3 minutes)

right owner (e.qg.

Current Status F

Service Nam
Service Descriptio

pagerduty alerts)

Source
Component A
Class DAG Failure




Scalable

Examples:

e Validate measures across different tables, sources

Scalable

e Track and annotate data issues and questions

e Create reusable components to calculate metrics

e Setup a staging environment that closely resembles
production

e Embed automated data validation code across your

pipeline



Example #3: Embed automated data validation
code across your pipeline

Apache Griffin Architecture

* Define Data Quality Dimensions
» Define Metrics, Goals, Thresholds

\




Example #3: Embed automated data validation
code across your pipeline

Case in Point: NetflixX’s RAD

e Need to validate 10000s of metrics, with
seasonality

e RPCA algorithm to detect time series anomalies

e Pig wrapper allows pipeline engineers to validate
key metrics

e Success with (a) transaction data per banking

institution (b) sign up conversion by country and

browser
Source: https://medium.com/netflix-techblog/rad-outlier-detection-on-big-data-d6b0494371cc



https://medium.com/netflix-techblog/rad-outlier-detection-on-big-data-d6b0494371cc

World-class companies mitigate data downtime

Automated Scalable




Your company will kickass if you figure this out

Minimize fire drills
Gain confidence
Make better decisions

Move faster

Citytv



Join the data downtime movement.

Connect with me on Medium or LinkedIn

Barr Moses

Entrepreneur. Former VP at Gainsight.



