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Free Book!
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and open standards



Center for Open 
Source Data and AI 
Technologies 

CODAIT
codait.org 

codait (French) 

= coder/coded 

https://m.interglot.com/fr/en/codait 

CODAIT aims to make AI solutions 
dramatically easier to create, deploy, 
and manage in the enterprise

Relaunch of the Spark Technology 
Center (STC) to reflect expanded 
mission 
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IBM Developer
Model Asset eXchange

Free, open-source deep learning models. 
Wide variety of domains.
Multiple deep learning frameworks.
Vetted and tested code and IP.
Build and deploy a web service in 30 
seconds.
Start training on Fabric for Deep Learning 
(FfDL) or Watson Machine Learning in 
minutes.
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Neural Network Architectures Primer



Neurons: The Basic Unit of a Neural Network 
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Neural Network Layers: The Dense Layer
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Advanced Topics:  Recurrent Neural Networks
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Recurrent Neural Networks

15 https://en.wikipedia.org/wiki/Recurrent_neural_network

https://en.wikipedia.org/wiki/Recurrent_neural_network


LSTM
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https://cloud.annotations.ai/
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https://cloud.annotations.ai/

Train Your Own Object Detector



1. “Simple” Python API for running GPU Accelerated 
Tensor Calculations.

1.Not just Neural Networks either!

2. Keras API for Neural Networks is even easier to 
use.

3.Distributed calculations are available for 
cluster computing.

4.Edge Computing Capabilities:
a) In-Browser Model training and serving 

(tensorflow.js)
b) Mobile Deployment with TensorFlow Lite
c) Raspberry Pi (pip3 install tensorflow)

i. Full installation
ii. TensorFlow Lite

iii. Node-red hosting
iv. Tensorflow.js

What is TensorFlow Anyways?

Open Sourced in 2017
41 Million Downloads
1,800 Contributors



TensorFlow 2.0: The New 
Standard in Deep Learning
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What’s New in TF2?

1.  tf.data. API for easy input management

2.Tighter integration with Keras using  tf.keras.

3.Transfer Learning, Pre-trained models available on TensorFlow Hub

4.Run and debug with eager execution, then use tf.function for the benefits of 
graphs.

5. Distributed Strategies for parallelization of training.

6.Export to SavedModel. 

7.TensorFlow will standardize on SavedModel 

8.TensorFlow Lite, TensorFlow.js, TensorFlow Hub, and more.

https://www.tensorflow.org/guide/datasets
https://www.tensorflow.org/guide/keras
https://www.tensorflow.org/guide/eager
https://colab.research.google.com/github/tensorflow/docs/blob/master/site/en/r2/guide/autograph.ipynb


Example Notebooks

ibm.biz/TF2-Notebooks



Overview.ipynb
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The Sequential Model

NumPy Data Example
tf.data.Dataset Example

Functional API/subclassing

Eager Execution (all Keras Models)



beginner.ipynb test



basic_classification.ipynb
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Walking through the Fashion 
MNIST dataset .



Basic_text_classification.ipynb

CODAIT/Cognitive Applications/ May 17-18, 2019 / © 2019 IBM Corporation 27



feature_columns.ipynb
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One hot encoding, bucketized vectors, and embeddimg 
examples



Basic_regression.ipynb
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Uses a Deep Neural Network to Perform a Regression



Save_and_restore_models.ipynb

saving_and_serializing.ipynb
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Tensorboard_in_notebooks.ipynb
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Adversarial Attacks in TF 2.0
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FAIRNESS EXPLAINABILITYROBUSTNESS LINEAGE

Trusted AI Lifecycle through Open Source
Pillars of trust, woven into the lifecycle of an AI application

Adversarial 
Robustness 360 

↳ (ART)

AI Fairness 
360 

↳ (AIF360)

AI Explainability 
360 

↳ (AIX360)

github.com/IBM/advers
arial-robustness-toolbo
x

art-demo.mybluemix.net

github.com/IBM/AIF360

aif360.mybluemix.net

• github.com/IBM/AIX360

aix360.mybluemix.net

↳ KubeFlow, WML

Is it fair? Is it easy to 
understand? Is it accountable? Did anyone 

tamper with it?
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Simple AI Example: Adversarial MNIST Examples

  Adversarial machine learning:  Gaming Our Algorithms 

Adversarial machine learning can be used to “trick” machine learning models into providing 
incorrect predictions, often with devastating consequences e.g. self driving vehicles
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Robust AI Example: Self Driving Vehicles
Adversarial machine learning can be used to “trick” machine learning models into providing 
incorrect predictions, often with devastating consequences e.g. self driving vehicles

  Adversarial machine learning:  Gaming Our Algorithms 
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https://art-demo.mybluemix.net/

https://art-demo.mybluemix.net/


Deep Dream Example
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Neural Style Transfer Example
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TensorFlow at the Edge
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https://github.com/vabarbosa/veremin.git
https://veremin.mybluemix.net/

tensorflow.js:  Running TensorFlow in the Browser 

https://github.com/vabarbosa/veremin.git
https://veremin.mybluemix.net/
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TensorFlow Lite:  
Running 

TensorFlow on 
iOS, Android,

RPi 4, 
CoralBoard, 

Arduino, DSPs (TF 
Micro) and 

beyond!



Conclusions 
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TensorFlow 2.0 has arrived!  It will 
be the standard for deep learning, 
with Keras leading the way.

Some of the most exciting new 
directions involve edge computing.  
TensorFlow is also the standard for 
edge computing applications.

  


