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Abstract

The dominant sequence transduction models are based on complex recurrent or
convolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an attention
mechanism. We propose a new simple network architecture, the Transformer,
based solely on attention mechanisms, dispensing with recurrence and convolutions
entirely. Experiments on two machine translation tasks show these models to
be superior in quality while being more parallelizable and requiring significantly
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ABSTRACT

Recurrent neural networks (RNNs) sequentially process data by updating their
state with each new data point, and have long been the de facto choice for sequence
modeling tasks. However, their inherently sequential computation makes them
slow to train. Feed-forward and convolutional architectures have recently been
shown to achieve superior results on some sequence modeling tasks such as machine
translation, with the added advantage that they concurrently process all inputs in
the sequence, leading to easy parallelization and faster training times. Despite these
successes, however, popular feed-forward sequence models like the Transformer
fail to generalize in many simple tasks that recurrent models handle with ease, e.g.
copying strings or even simple logical inference when the string or formula lengths
exceed those observed at training time. We propose the Universal Transformer
(UT), a parallel-in-time self-attentive recurrent sequence model which can be
cast as a generalization of the Transformer model and which addresses these
issues. UTs combine the parallelizability and global receptive field of feed-forward
sequence models like the Transformer with the recurrent inductive bias of RNNs.
We also add a dynamic per-position halting mechanism and find that it improves
accuracy on several tasks. In contrast to the standard Transformer, under certain
assumptions UTs can be shown to be Turing-complete. Our experiments show that
UTs outperform standard Transformers on a wide range of algorithmic and language
understanding tasks, including the challenging LAMBADA language modeling
task where UTs achieve a new state of the art, and machine translation where UTs
achieve a 0.9 BLEU improvement over Transformers on the WMT14 En-De dataset.
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Abstract

Autoregressive sequence models based on deep
neural networks, such as RNNs, Wavenet and the
Transformer attain state-of-the-art results on many
tasks. However, they are difficult to parallelize
and are thus slow at processing long sequences.
RNNSs lack parallelism both during training and
decoding, while architectures like WaveNet and
Transformer are much more parallelizable during
training, yet still operate sequentially during de-
coding. We present a method to extend sequence
models using discrete latent variables that makes
decoding much more parallelizable. We first auto-
encode the target sequence into a shorter sequence
of discrete latent variables, which at inference
time is generated autoregressively, and finally de-
code the output sequence from this shorter latent
sequence in parallel. To this end, we introduce
a novel method for constructing a sequence of
discrete latent variables and compare it with pre-
viously introduced methods. Finally, we eval-
uate our model end-to-end on the task of neu-
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lation (Sutskever et al., 2014; Bahdanau et al., 2014; Cho
et al., 2014), parsing (Vinyals et al., 2015), and many others.
RNNSs are inherently sequential, however, and thus tend to
be slow to execute on modern hardware optimized for par-
allel execution. Recently, a number of more parallelizable
sequence models were proposed and architectures such as
WaveNet (van den Oord et al., 2016), ByteNet (Kalchbren-
ner et al., 2016) and the Transformer (Vaswani et al., 2017)
can indeed be trained faster due to improved parallelism.

When actually generating sequential output, however, their
autoregressive nature still fundamentally prevents these
models from taking full advantage of parallel computation.
When generating a sequence y . . . ¥, in a canonical order,
say from left to right, predicting the symbol y, first requires
generating all symbols y; . .. y;—1 as the model predicts

P(yt|yt—1 Yt—2 - - yl)-

During training, the ground truth is known so the condition-
ing on previous symbols can be parallelized. But during
decoding, this is a fundamental limitation as at least n se-
quential steps need to be made to generate y; . . . Y.

v:1901.11117v4 [cs.LG] 17 May 2019
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Abstract

Recent works have highlighted the strength of
the Transformer architecture on sequence tasks
while, at the same time, neural architecture search
(NAS) has begun to outperform human-designed
models. Our goal is to apply NAS to search for
a better alternative to the Transformer. We first
construct a large search space inspired by the re-
cent advances in feed-forward sequence models
and then run evolutionary architecture search with
warm starting by seeding our initial population
with the Transformer. To directly search on the
computationally expensive WMT 2014 English-
German translation task, we develop the Progres-
sive Dynamic Hurdles method, which allows us
to dynamically allocate more resources to more
promising candidate models. The architecture
found in our experiments — the Evolved Trans-
former — demonstrates consistent improvement
over the Transformer on four well-established
language tasks: WMT 2014 English-German,
WMT 2014 English-French, WMT 2014 English-
Czech and LMI1B. At a big model size, the
Evolved Transformer establishes a new state-of-
the-art BLEU score of 29.8 on WMT’ 14 English-
German; at smaller sizes, it achieves the same
quality as the original ”big” Transformer with
37.6% less parameters and outperforms the Trans-
former by 0.7 BLEU at a mobile-friendly model

models, although some effort has also been invested in
searching for sequence models (Zoph & Le, 2017; Pham
et al., 2018). In these cases, it has always been to find
improved recurrent neural networks (RNNs), which were
long established as the de facto neural model for sequence
problems (Sutskever et al., 2014; Bahdanau et al., 2015).

However, recent works have shown that there are better al-
ternatives to RNNs for solving sequence problems. Due to
the success of convolution-based networks, such as Con-
volution Seq2Seq (Gehring et al., 2017), and full attention
networks, such as the Transformer (Vaswani et al., 2017),
feed-forward networks are now a viable option for solving
sequence-to-sequence (seq2seq) tasks. The main strength
of feed-forward networks is that they are faster, and easier
to train than RNNs.

The goal of this work is to examine the use of neural ar-
chitecture search methods to design better feed-forward
architectures for seq2seq tasks. Specifically, we apply
tournament selection architecture search and warm start
it with the Transformer, considered to be the state-of-art
and widely-used, to evolve a better and more efficient ar-
chitecture. To achieve this, we construct a search space
that reflects the recent advances in feed-forward seq2seq
models and develop a method called Progressive Dynamic
Hurdles (PDH) that allows us to perform our search directly
on the computationally demanding WMT 2014 English-
German (En-De) translation task. Our search produces a
new architecture — called the Evolved Transformer (ET) —
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