
I M P R O V I N G  S E A R C H  W I T H  N AT U R A L  
L A N G U A G E  P R O C E S S I N G  A N D  D E E P  L E A R N I N G

M A R K U S  L U D W I G  |  D ATA  C O U N C I L  |  B A R C E L O N A  2 0 1 9







A N AT O M Y  O F  A  Q U E R Y

Audi RS6 Performance Panorama 2018



A N AT O M Y  O F  A  Q U E R Y

make

Audi RS6 Performance Panorama 2018



A N AT O M Y  O F  A  Q U E R Y

model

make

Audi RS6 Performance Panorama 2018



A N AT O M Y  O F  A  Q U E R Y

model

versionmake

Audi RS6 Performance Panorama 2018



A N AT O M Y  O F  A  Q U E R Y

model equipment

versionmake

Audi RS6 Performance Panorama 2018



model equipment

first registrationversionmake

A N AT O M Y  O F  A  Q U E R Y

Audi RS6 Performance Panorama 2018



filter filter

rangekeywordfilter

A N AT O M Y  O F  A  Q U E R Y

Audi RS6 Performance Panorama 2018



S E Q U E N C E - T O - S E Q U E N C E  L E A R N I N G

Source: http://jalammar.github.io/illustrated-transformer/

http://jalammar.github.io/illustrated-transformer/


S E Q U E N C E - T O - S E Q U E N C E  L E A R N I N G

Source: http://jalammar.github.io/illustrated-transformer/

natural language

structured query

natural language

structured query

http://jalammar.github.io/illustrated-transformer/








VA R I E T Y  I N  N AT U R A L  L A N G U A G E

peogot 
peogout 
peuceot 
peugeaut 
peugeot 
peugeu 
peugoet 
peugot 
peujeot 
peuscho



VA R I E T Y  I N  N AT U R A L  L A N G U A G E

peogot 
peogout 
peuceot 
peugeaut 
peugeot 
peugeu 
peugoet 
peugot 
peujeot 
peuscho

renalt 
renaud 
renaul 
renauld 
renault 
renaults 
renaut 
renolte 
renoult 
rinault



VA R I E T Y  I N  N AT U R A L  L A N G U A G E

peogot 
peogout 
peuceot 
peugeaut 
peugeot 
peugeu 
peugoet 
peugot 
peujeot 
peuscho

renalt 
renaud 
renaul 
renauld 
renault 
renaults 
renaut 
renolte 
renoult 
rinault

volcwagen 
volfsvagen 
volksagen 
volkswagem 
volkswagen 
… 
wolcvagen 
wolksvagen 
wolsfagen 
wolsvagan
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“In God we trust, all others bring data.” 
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Fast Decoding in Sequence Models Using Discrete Latent Variables

Łukasz Kaiser 1 Aurko Roy 1 Ashish Vaswani 1 Niki Parmar 1 Samy Bengio 1 Jakob Uszkoreit 1

Noam Shazeer 1

Abstract
Autoregressive sequence models based on deep
neural networks, such as RNNs, Wavenet and the
Transformer attain state-of-the-art results on many
tasks. However, they are difficult to parallelize
and are thus slow at processing long sequences.
RNNs lack parallelism both during training and
decoding, while architectures like WaveNet and
Transformer are much more parallelizable during
training, yet still operate sequentially during de-
coding. We present a method to extend sequence
models using discrete latent variables that makes
decoding much more parallelizable. We first auto-
encode the target sequence into a shorter sequence
of discrete latent variables, which at inference
time is generated autoregressively, and finally de-
code the output sequence from this shorter latent
sequence in parallel. To this end, we introduce
a novel method for constructing a sequence of
discrete latent variables and compare it with pre-
viously introduced methods. Finally, we eval-
uate our model end-to-end on the task of neu-
ral machine translation, where it is an order of
magnitude faster at decoding than comparable
autoregressive models. While lower in BLEU
than purely autoregressive models, our model
achieves higher scores than previously proposed
non-autoregressive translation models.

1. Introduction
Neural networks have been applied successfully to a variety
of tasks involving natural language. In particular, recur-
rent neural networks (RNNs) with long short-term mem-
ory (LSTM) cells (Hochreiter & Schmidhuber, 1997) in a
sequence-to-sequence configuration (Sutskever et al., 2014)
have proven successful at tasks including machine trans-

1Google Brain, Mountain View, California, USA. Correspon-
dence to: Łukasz Kaiser <lukaszkaiser@google.com>, Aurko
Roy <aurkor@google.com>.

Proceedings of the 35 th
International Conference on Machine

Learning, Stockholm, Sweden, PMLR 80, 2018. Copyright 2018
by the author(s).

lation (Sutskever et al., 2014; Bahdanau et al., 2014; Cho
et al., 2014), parsing (Vinyals et al., 2015), and many others.
RNNs are inherently sequential, however, and thus tend to
be slow to execute on modern hardware optimized for par-
allel execution. Recently, a number of more parallelizable
sequence models were proposed and architectures such as
WaveNet (van den Oord et al., 2016), ByteNet (Kalchbren-
ner et al., 2016) and the Transformer (Vaswani et al., 2017)
can indeed be trained faster due to improved parallelism.

When actually generating sequential output, however, their
autoregressive nature still fundamentally prevents these
models from taking full advantage of parallel computation.
When generating a sequence y

1

. . . yn in a canonical order,
say from left to right, predicting the symbol yt first requires
generating all symbols y

1

. . . yt�1

as the model predicts

P (yt|yt�1

yt�2

. . . y

1

).

During training, the ground truth is known so the condition-
ing on previous symbols can be parallelized. But during
decoding, this is a fundamental limitation as at least n se-
quential steps need to be made to generate y

1

. . . yn.

To overcome this limitation, we propose to introduce a se-
quence of discrete latent variables l

1

. . . lm, with m < n,
that summarizes the relevant information from the sequence
y

1

. . . yn. We will still generate l

1

. . . lm autoregressively,
but it will be much faster as m < n (in our experiments we
mostly use m =

n
8

). Then, we reconstruct each position in
the sequence y

1

. . . yn from l

1

. . . lm in parallel.

For the above strategy to work, we need to autoencode the
target sequence y

1

. . . yn into a shorter sequence l

1

. . . lm.
Autoencoders have a long history in deep learning (Hinton
& Salakhutdinov, 2006; Salakhutdinov & Hinton, 2009a;
Vincent et al., 2010; Kingma & Welling, 2013). Autoen-
coders mostly operate on continuous representations, either
by imposing a bottleneck (Hinton & Salakhutdinov, 2006),
requiring them to remove added noise (Vincent et al., 2010),
or adding a variational component (Kingma & Welling,
2013). In our case though, we prefer the sequence l

1

. . . lm

to be discrete, as we use standard autoregressive models to
predict it. Despite some success (Bowman et al., 2016; Yang
et al., 2017), predicting continuous latent representations
does not work as well as the discrete case in our setting.
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Abstract

The dominant sequence transduction models are based on complex recurrent or
convolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an attention
mechanism. We propose a new simple network architecture, the Transformer,
based solely on attention mechanisms, dispensing with recurrence and convolutions
entirely. Experiments on two machine translation tasks show these models to
be superior in quality while being more parallelizable and requiring significantly
less time to train. Our model achieves 28.4 BLEU on the WMT 2014 English-
to-German translation task, improving over the existing best results, including
ensembles, by over 2 BLEU. On the WMT 2014 English-to-French translation task,
our model establishes a new single-model state-of-the-art BLEU score of 41.8 after
training for 3.5 days on eight GPUs, a small fraction of the training costs of the
best models from the literature. We show that the Transformer generalizes well to
other tasks by applying it successfully to English constituency parsing both with
large and limited training data.

1 Introduction

Recurrent neural networks, long short-term memory [13] and gated recurrent [7] neural networks
in particular, have been firmly established as state of the art approaches in sequence modeling and

⇤Equal contribution. Listing order is random. Jakob proposed replacing RNNs with self-attention and started
the effort to evaluate this idea. Ashish, with Illia, designed and implemented the first Transformer models and
has been crucially involved in every aspect of this work. Noam proposed scaled dot-product attention, multi-head
attention and the parameter-free position representation and became the other person involved in nearly every
detail. Niki designed, implemented, tuned and evaluated countless model variants in our original codebase and
tensor2tensor. Llion also experimented with novel model variants, was responsible for our initial codebase, and
efficient inference and visualizations. Lukasz and Aidan spent countless long days designing various parts of and
implementing tensor2tensor, replacing our earlier codebase, greatly improving results and massively accelerating
our research.

†Work performed while at Google Brain.
‡Work performed while at Google Research.

31st Conference on Neural Information Processing Systems (NIPS 2017), Long Beach, CA, USA.
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ABSTRACT

Recurrent neural networks (RNNs) sequentially process data by updating their
state with each new data point, and have long been the de facto choice for sequence
modeling tasks. However, their inherently sequential computation makes them
slow to train. Feed-forward and convolutional architectures have recently been
shown to achieve superior results on some sequence modeling tasks such as machine
translation, with the added advantage that they concurrently process all inputs in
the sequence, leading to easy parallelization and faster training times. Despite these
successes, however, popular feed-forward sequence models like the Transformer
fail to generalize in many simple tasks that recurrent models handle with ease, e.g.
copying strings or even simple logical inference when the string or formula lengths
exceed those observed at training time. We propose the Universal Transformer
(UT), a parallel-in-time self-attentive recurrent sequence model which can be
cast as a generalization of the Transformer model and which addresses these
issues. UTs combine the parallelizability and global receptive field of feed-forward
sequence models like the Transformer with the recurrent inductive bias of RNNs.
We also add a dynamic per-position halting mechanism and find that it improves
accuracy on several tasks. In contrast to the standard Transformer, under certain
assumptions UTs can be shown to be Turing-complete. Our experiments show that
UTs outperform standard Transformers on a wide range of algorithmic and language
understanding tasks, including the challenging LAMBADA language modeling
task where UTs achieve a new state of the art, and machine translation where UTs
achieve a 0.9 BLEU improvement over Transformers on the WMT14 En-De dataset.

1 INTRODUCTION

Convolutional and fully-attentional feed-forward architectures like the Transformer have recently
emerged as viable alternatives to recurrent neural networks (RNNs) for a range of sequence
modeling tasks, notably machine translation (Gehring et al., 2017; Vaswani et al., 2017). These
parallel-in-time architectures address a significant shortcoming of RNNs, namely their inherently
sequential computation which prevents parallelization across elements of the input sequence, whilst
still addressing the vanishing gradients problem as the sequence length gets longer (Hochreiter et al.,
2003). The Transformer model in particular relies entirely on a self-attention mechanism (Parikh et al.,
2016; Lin et al., 2017) to compute a series of context-informed vector-space representations of the
symbols in its input and output, which are then used to predict distributions over subsequent symbols as
the model predicts the output sequence symbol-by-symbol. Not only is this mechanism straightforward
to parallelize, but as each symbol’s representation is also directly informed by all other symbols’
representations, this results in an effectively global receptive field across the whole sequence. This
stands in contrast to e.g. convolutional architectures which typically only have a limited receptive field.

Notably, however, the Transformer with its fixed stack of distinct layers foregoes RNNs’ inductive bias
towards learning iterative or recursive transformations. Our experiments indicate that this inductive

⇤ Equal contribution, alphabetically by last name.
† Work performed while at Google Brain.
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The Evolved Transformer

David R. So 1 Chen Liang 1 Quoc V. Le 1

Abstract
Recent works have highlighted the strength of
the Transformer architecture on sequence tasks
while, at the same time, neural architecture search
(NAS) has begun to outperform human-designed
models. Our goal is to apply NAS to search for
a better alternative to the Transformer. We first
construct a large search space inspired by the re-
cent advances in feed-forward sequence models
and then run evolutionary architecture search with
warm starting by seeding our initial population
with the Transformer. To directly search on the
computationally expensive WMT 2014 English-
German translation task, we develop the Progres-
sive Dynamic Hurdles method, which allows us
to dynamically allocate more resources to more
promising candidate models. The architecture
found in our experiments – the Evolved Trans-
former – demonstrates consistent improvement
over the Transformer on four well-established
language tasks: WMT 2014 English-German,
WMT 2014 English-French, WMT 2014 English-
Czech and LM1B. At a big model size, the
Evolved Transformer establishes a new state-of-
the-art BLEU score of 29.8 on WMT’14 English-
German; at smaller sizes, it achieves the same
quality as the original ”big” Transformer with
37.6% less parameters and outperforms the Trans-
former by 0.7 BLEU at a mobile-friendly model
size of ⇠7M parameters.

1. Introduction
Over the past few years, impressive advances have been
made in the field of neural architecture search. Reinforce-
ment learning and evolution have both proven their capacity
to produce models that exceed the performance of those
designed by humans (Real et al., 2019; Zoph et al., 2018).
These advances have mostly focused on improving vision

1Google Research, Brain Team, Mountain View, California,
USA. Correspondence to: David R. So <davidso@google.com>.

Proceedings of the 36 th International Conference on Machine
Learning, Long Beach, California, PMLR 97, 2019. Copyright
2019 by the author(s).

models, although some effort has also been invested in
searching for sequence models (Zoph & Le, 2017; Pham
et al., 2018). In these cases, it has always been to find
improved recurrent neural networks (RNNs), which were
long established as the de facto neural model for sequence
problems (Sutskever et al., 2014; Bahdanau et al., 2015).

However, recent works have shown that there are better al-
ternatives to RNNs for solving sequence problems. Due to
the success of convolution-based networks, such as Con-
volution Seq2Seq (Gehring et al., 2017), and full attention
networks, such as the Transformer (Vaswani et al., 2017),
feed-forward networks are now a viable option for solving
sequence-to-sequence (seq2seq) tasks. The main strength
of feed-forward networks is that they are faster, and easier
to train than RNNs.

The goal of this work is to examine the use of neural ar-
chitecture search methods to design better feed-forward
architectures for seq2seq tasks. Specifically, we apply
tournament selection architecture search and warm start
it with the Transformer, considered to be the state-of-art
and widely-used, to evolve a better and more efficient ar-
chitecture. To achieve this, we construct a search space
that reflects the recent advances in feed-forward seq2seq
models and develop a method called Progressive Dynamic
Hurdles (PDH) that allows us to perform our search directly
on the computationally demanding WMT 2014 English-
German (En-De) translation task. Our search produces a
new architecture – called the Evolved Transformer (ET) –
which demonstrates consistent improvement over the orig-
inal Transformer on four well-established language tasks:
WMT 2014 English-German, WMT 2014 English-French
(En-Fr), WMT 2014 English-Czech (En-Cs) and the 1 Bil-
lion Word Language Model Benchmark (LM1B). At a big
model size, the Evolved Transformer establishes a new state-
of-the-art BLEU score of 29.8 on WMT’14 En-De. It is
also effective at smaller sizes, achieving the same quality
as the original ”big” Transformer with 37.6% less parame-
ters and outperforming the Transformer by 0.7 BLEU at a
mobile-friendly model size of ⇠7M parameters.

2. Related Work
RNNs have long been used as the default option for ap-
plying neural networks to sequence modeling (Sutskever
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