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The Diabetes pandemy

Diabetic people need to follow a strict record of their m
eals!



Chronic disease statistics
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What are we missing in 
health applications?

• Today, automatically measuring physical activity is not a problem.

• But what about food and nutrition? 
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What are we missing in 
health applications?

• But what about food and nutrition? 
o State of the art: Nutritional health apps are based on manual food diaries.

09:53

Sparkpeople
LoseIt! MyFitnessPal

Cronometer Fatsecret



How is today the food 
intake annotated?

24 hours dietary recall



What we propose about it?

Automatic visual food recognition tools for dietary assessment.
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https://techcrunch.com/2016/09/29/lose-it-launches-snap-it-to-let-users-count-calories-in-food-photos/

How many food 
categories there are?

Today we are 
speaking about 
200.000 food 
categories, 8000 
basic food 
(Wikipedia).

What about automatic food 
recognition?

Is it possible?



Why is the food recognition a 
challenge?
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Difficulties
Huge intra-class variations

Ambiguous definition

Inter-class similarities

Mixed items

Need of huge datasets

Bad Labeled

09:41
What to do when you have a really complicate problem?



Any powerful tools for data 
processing of large amount 

of data?
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Google Scholar reveals its 
most influential papers

1. "Deep Residual Learning for Image Recognition" (2016) Proceedings of the IEEE/CVF Conf. on Computer 
Vision and Pattern Recognition 25,256 citations

2. "Deep learning" (2015) Nature 16,750 citations

3.  "Going Deeper with Convolutions" (2015) Proceedings of the IEEE/CVF Conference on Computer Vision and 
Pattern Recognition 14,424 citations

4. "Fully Convolutional Networks for Semantic Segmentation" (2015) Proceedings of the IEEE Conf. on 
Computer Vision and Pattern Recognition 10,153 citations

5. "Prevalence of Childhood and Adult Obesity in the United States, 2011-2012" (2014) JAMA 8,057 citations

6. "Global, regional, and national prevalence of overweight and obesity in children and adults during 
1980–2013: a systematic analysis for the Global Burden of Disease Study 2013" (2014) Lancet 7,371 
citations

7. "Observation of Gravitational Waves from a Binary Black Hole Merger" (2016) Physical Review Letters 6,009 
citations
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https://www.natureindex.com/news-blog/google-scholar-reveals-most-influential-papers-research-citations-twenty-nineteen
https://www.natureindex.com/news-blog/google-scholar-reveals-most-influential-papers-research-citations-twenty-nineteen
http://openaccess.thecvf.com/content_cvpr_2016/html/He_Deep_Residual_Learning_CVPR_2016_paper.html
https://www.nature.com/articles/nature14539
https://ieeexplore.ieee.org/document/7298594
https://ieeexplore.ieee.org/document/7298965
https://jamanetwork.com/journals/jama/fullarticle/1832542
https://www.sciencedirect.com/science/article/pii/S0140673614604608
https://www.sciencedirect.com/science/article/pii/S0140673614604608
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.116.061102


Deep Learning applications
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Neural Networks beat 
humans in:

• object recognition, 

• lip reading, 

• high-end surveillance, 

• facial recognition, 

• object-based searches, 

• license plate readers, 

• traffic violations detection, 

• breast tomosynthesis diagnosis, 

• etc., etc.
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Neural Style Transfer

[Gatys et al. 2015]



Neural networks (GANs) as 
artists

11:15 16

This picture made by a GAN was sold for $432,500 and it’s not even real. 



Deep Learning and society 
expectation

11:17 17Deep Learning’s ‘Permanent Peak’ On Gartner’s Hype Cycle



The Jim Cray’s paradigms
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Toni Hey, 
2009



The magic triangle

Data

Resources

Models
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The Importance of GPUs

• Nvidia Tensor Cores - 2017

• Google Tensor Processing Unit (TPU) - 2016

• Intel - Nervana Neural Processor - 2017

• GPUs in Cloud Computing (Google, 2017)

11:14 20
GPU cores is based on matrix multiplication

https://www.doc.ic.ac.uk/~jce317/history-machine-learning.html#top



Data
90% of all digital data were generated last 2 years.

Every minute of the day:

• 4M YouTube videos watched

• 456K tweets on Twitter

• 46K potos posted in Instagram

• 16M text messages sent

• 103M spam emails sent

Daily:

• 300M photos get uploaded

• 95M photos and videos are shared on Instagram

• 100M people use the Instagram “stories”

• 15K GIFs are sent via Facebook

• 154K calls on Skype

• 4.7T photos stored in cameras
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https://www.forbes.com/sites/bernardmarr/2018/05/21/how-much-data-do-we-create-every-day-the-mind-blowing-stats-everyone-should-read/#46be238160ba

http://www.iflscience.com/technology/how-much-data-does-the-world-generate-every-minute/
http://www.wordstream.com/blog/ws/2017/04/20/instagram-statistics
https://techcrunch.com/2016/10/06/instagram-stories-has-100-million-daily-active-users-after-just-2-months/?ncid=rss


Image databases evolution

09:56

Number of 
objects/Database

Number of images/Database

ImageNet & 
Deep learning



Deep Learning Datasets

11:57https://www.datasetlist.com

LVIS Challenge:  2.2M masks, 16K images

SocialIQ

Places2: 10M 
images

TACO: Waste in the wild FastMRI
Lyft Level 5

https://level5.lyft.com/dataset/


Food datasets

09:56

Food256: 25.600 images (100 images/class)
Classes: 256

Food101 – 101.000 images (1000 images/class)
Classes: 101

Food101+FoodCAT: 146.392 (101.000+45.392)
Classes: 231

150.000 images
231 categories

1.400.000 images
1000 categories

????? images
200.000 categories

Food DB ImageNet Future Food DB

FoodImageNet soon to come!



How many images should 

contain the real FoodDB?
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One is for sure, 
if there is a solution, 
it is highly probable to 
need
Deep learning!



What is a Neural Network?

11:47

LeCun, Chief AI Scientist for Facebook AI Research (FAIR), and 
a Silver Professor at New York University A.Krijevksi et.al. 2012, Google Brain & Waymo.



Analysis of CNNs
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- Millions of parameters!!!

The process of training a CNN consists of training all hyperparameters: convolutional matrices 
and weights of the fully connected layers.



What makes DNN so popular?
It has the three advantages:

• 1. Self-learned high-level features representations

• 2. Modularity

• 3. Transfer Learning

11:16 29



Use Transfer Learning

09:41

Henry Roth is a man afraid of commitment 
up until he meets the beautiful Lucy. 

They hit it off and Henry think he's finally 
found the girl of his dreams, 

until he discovers she has short-term 
memory loss and forgets him the next day.

Multi-ta
sk 

learning

Domain 
adaptati

on
Self-tha

ught 
learningUnsuper

vised 
transfer 
learning



Transfer Learning
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Transfer learning (TL)

10:47



Food Recognition as MTL

09:41



Multi-Task Learning (MTL)

09:41

• Learning multiple objectives from a shared representation
          - Efficiency and prediction accuracy.

•  Crucial importance in systems where long computation 
run-time is prohibitive

- Combining all tasks reduces computation.

• Inductive knowledge transfer 
         - Generalization by sharing the domain information between 
complimentary tasks.



Food Recognition as a MTL
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How to define the 
importance of each task?

● Weighted uniformly the losses.

● Manually tuned the losses.

● Dynamic weighted of the losses.

○ The main task is fixed and weights are learned for each side-task ([1]).
○ Weight the tasks according to the homoscedastic uncertainty ([2]).

[1] X. Yin and X. Liu. Multi-task convolutional neural network for face recognition.
[2] A. Kendall, Y. Gal, and R. Cipolla. Multi-task learning using uncertainty to weigh losses for scene geometry and semantics.
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Let’s talk about uncertainty



But many unanswered questions...

• Why doesn’t my model work?

• ->  Why does my model work?

o Why does my model work?

o What does my model know?

o Why does my model predict this and not that?

• Our models are black boxes and not interpretable...
o Physicians and others need to understand why a model predicts an output.

09:42Gal’16



Model uncertainty
1. Given a model trained with several pictures of fruits, a user 
asks the model to decide what is the object using a photo of a 
chocolate cake.

09:42Adapted from Gal (2016)
Who is the guilty for this?



Model uncertainty

2. We have different types of images to classify fruits, where one 
of the category comes with a lot of clutter/noise/occlusions.

09:42Adapted from Gal (2016)



Model uncertainty

3. What is the best model parameters that best explain a given 
dataset? What model structure should we use?

09:42

Gal (2016)



Types of uncertainty in Bayesian modeling

Aleatoric – captures the noise inherent in the observations
  

•  heteroscedastic – data-dependent

•  homoscedastic – constant for different data points, 
• but can be task-dependent.

• Epistemic – model uncertainty

• Can be explained away given enough data

• Uncertainty about the model parameters

• Uncertainty about the model structure

09:42



Food Recognition as a MTL

09:42

How to determine the total loss of the MTF?
     - Expensive to learn & Affects the performance and the efficiency.

Use aleatoric uncertainty modeling to make the model more  
clever!

Aleatoric uncertainty – How to model it?



Our 
FoodImageNet



Our FoodImageNet

• Food – 450 dishes, 11 categories, 11 cuisines

• Ingredients – 65

• Drinks – 40

• Labeled images

• Segmented images

• Recipes

In total: 

more than 

550.000 images 

09:42
Eduardo Aguilar, Marc Bolaños, Petia Radeva: Regularized uncertainty-based multi-task learning model 
for food analysis. J. Visual Communication and Image Representation 60: 360-370 (2019)



Food ingredients recognition

09:42

Food category and class recognition

http://www.logmeal.es/demo/
http://www.logmeal.es/demo/
http://logmeal.ml/logmeal/


Food Recognition



Food Recognition

https://docs.google.com/file/d/1d6coL73OHSeSgL2VoWCYJuZOyH9Ki5yK/preview


Understanding the cooking 
process

By Mostafa Kamal, Domenec Puig et.al.

http://www.youtube.com/watch?v=-J11N52OpeQ


Conclusions

09:42

• Food image world brings us huge amount of data and Computer Vision questions

• It makes us redefine which are :
• Datasets
• Problems, Q&A
• Methodologies & Technologies

• Transfer learning and its subproblems as multi-task learning open huge amount of 
opportunities

• Uncertainty modeling is a hot topic with many open questions and challenges!
• Epistemic uncertainty
• Aleatoric uncertainty

• A huge impact of food analysis is expected from point of view of:
• Science, but also
• Real world applications, specially important for the society.
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Thank you!


