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The Diabetes pandemy

Worldwide, more.than.’

371 million .

people have diabetes

M This figure is
expected to rise t
“ I l 550 million by 2

pe 1 diabetes \\O\N

u-bocyc-uu Type 2 diabetes
A metabolc dsoeder that causes
high glucose levels in the body.
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. Qe o?
o\ Warmng Signs o
0’\0 Weoightdoss  Excessive thiest  Frequent trips o the tollet  Lack of energy

B b s



Chronic disease statistics

OBESITY
WORLDWIDE

1.5 BILLION 6 5 (1)
‘0

ADULTS ARE OVERWEIGHT
OF THE WORLD'S POPULATION 35%

LIVE IN COUNTRIES WHERE THEY
ARE MORE LIKELY TO DIE FROM
OBESITY THAN MALNUTRITION

BY THE

HIGHER HEALTH CARE NUMBERS: 30%
COSTS COMPARED
200 ¢ 300 e
AVERAGE ILLIO JLLION , 2 |
WEIGHT ! el CALORIES
ARE OBESE. ASiNGLE 250
J 4 |\ POUND OF
THA'I"S MORE THAN BODLEAT =
o Thats aboue 5 20% Canada
5 ” i 9 hours on the
N cliptical -8
WORLD'S o : ' ©
OF THE ADULT POPULATI/ | ) =
FATTEST j & 15% Engiand =l
COUNTRIES — - 2
AND THE PROBLEM IS
10%

& GROWING (LT}

OBESI’I‘Y OBES!TY
N oso. & BILLION

TS Korea
Switzerland
TY IN THE L

ND CANADA

03¢ T T
1972 1975 1980 1924 1988 1992 19988 2000 2004 2008 2012

SEVERELY OBESE
PEOPLE DIE UP TO

10 YEARS
Overueight SOONER
overweight : THAN THOSE OF
. NORMAL WEIGHT
L = : Benisncii s
: | or encessive !
: may impair health. =y

usa
e

.



What are we missing in
health applications?

 Today, automatically measuring physical activity is not a problem.
 But what about food and nutrition?

0000000000

Identificador del voluntario: Fecha del examen: the past year. never, | 1-3 1
than once| Per | Per
LL L o)L R DAIRY FOODS per i mo_| week
Voluntario  Visita pia Mes Afio Skim or low-fat milk (8 oz glass) OlO0[®]|O
Visita: anotar el nimero de visita Whole milk (8 oz glass) O O @ O
00. Inclusién/Exclusion / 01. Visita 1/ 02. Visita 2 / 03. Vista 3 Cream, e.g. in coffee, or whipped cream (1 Tbs) [N ES) _@__ O
Sour cream (1 Ths) O O @) O
FORMULARIO ENCUESTA ALIMENTARIA: Non-dairy coffee whitener (1 tsp) O|O|®|O
REGISTRO 3 DIAS Sherbet or ice milk (2 cup) O O __@_ O
1,
Comida Hora Alimento o gredi Canti total (gr)* JeaixeAniing o) O O & O
preparacién Cottage or ricotta cheese (V2 cup) O|lO0O|@®|O
Cream cheese (1 02) O O @ O
Desayuno Other cheese, e.g. American, cheddar, etc. O O @ O
plain or as part of a dish (1 slice or 1 oz serving)
Margarine, added to food or bread (1 pat); O | O W@
exclude use in cooking
Media mafiana Butter, added to food or bread (1 pat);
exclude use in cooking O O @ O
Yogurt (1 cup) OIO0I®]|O
Comida Nev‘;r 1=3 1
or S
o per per
| FRUITS er month| mo | week
[ Raisins (1 oz or small pack) or arapes HeRNeRE?D)




What are we missing in
health applications?

e But what about food and nutrition?
o State of the art: Nutritional health apps are based on manual food diaries.
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How is today the food
intake annotated?

Fecha del examen:

LU LU 00 [T

Voluntario  Visita

Identificador del voluntario:

Visita: anotar el niimero de visita

00. Inclusion/Exclusion / 01. Visita 1/ 02. Visita 2 / 03. Vista 3

FORMULARIO ENCUESTA ALIMENTARIA:

REGISTRO 3 DIAS
Comida Hora Alimento o Ingredientes Cantidad total (gr)*
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What we propose about it?

Automatic visual food recognition tools for dietary assessment.

10-year Stroke Risk
Goals




What about automatic food
recognition?

NVIDIA DEVELOPER
NEWS CENTER  News  Research  Events

Lose It!’s New Food Recognition App Counts How many fOOd

Calories

b 2 categories there are?

The diet app Loselt! released a new deep learning feature called Snap It that lets
users take photos of their food and then it automatically logs the calorie count and
nutritional information.

Using the NVIDIA DIGITS deep learning training system on four TITAN X GPUs, the
company trained their network on a vast database of 230,000 food images and more than 4 billion foods logged by Lose It! users since
2008.

Today we are
speaking about
200.000 food
categories, 8000
basic food
(Wikipedia).

“The more people use this, the more it improves,” said Edward W. Lowe, data scientist at Lose It. “The goal is to get the accuracy
high enough in six months so it won’t even need to ask you for validation.”

Is it possible?

268 cals

https://techcrunch.com/2016/09/29/lose-it-launches-snap-it-to-let-users-count-calories-in-food-photos/



Why is the food recognition a
challeng
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Difficulties

Huge intra-class variations
Ambiguous definition
Inter-class similarities

Mixed items

Need of huge datasets

Bad Labeled

What to do when you have a really complicate problem?
° 09:41 @



Any powerful tools for data
processing of large amount
of data?



Google Scholar reveals its

Deep learning

o [
‘Yann LeCun, Yoshua Bengio & Geoffrey Hinton
m O S I n u e n I a p a p e l s Affiliations | Corresponding author
Nature 521, 436-444 (28 May 2015) | doi:10.1038/nature14539
Received 25 February 2015 | Accepted 01 May 2015 | Published online 27 May 2015

" Learning for Image Recognition" (2016) Proceedings of the IEEE/CVF Conf. on Computer
Vision and Pattern Recognition 25,256 citations

"Deep learning" (2015) Nature 16,750 citations

"Going Deeper with Convolutions" (2015) Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition 14,424 citations

"Fully Convolutional Networks for Semantic Segmentation" (2015) Proceedings of the IEEE Conf. on
Computer Vision and Pattern Recognition 10,153 citations

"Prevalence of Childhood and Adult Obesity in the United States, 2011-2012" (2014) JAMA 8,057 citations

"Global, regional, and national prevalence of overweight and obesity in children and adults during
1980-2013: a systematic analysis for the Global Burden of Disease Study 2013" (2014) Lancet 7,371
citations

"Observation of Gravitational Waves from a Binary Black Hole Merger" (2016) Physical Review Letters 6,009
citations
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https://www.natureindex.com/news-blog/google-scholar-reveals-most-influential-papers-research-citations-twenty-nineteen
https://www.natureindex.com/news-blog/google-scholar-reveals-most-influential-papers-research-citations-twenty-nineteen
http://openaccess.thecvf.com/content_cvpr_2016/html/He_Deep_Residual_Learning_CVPR_2016_paper.html
https://www.nature.com/articles/nature14539
https://ieeexplore.ieee.org/document/7298594
https://ieeexplore.ieee.org/document/7298965
https://jamanetwork.com/journals/jama/fullarticle/1832542
https://www.sciencedirect.com/science/article/pii/S0140673614604608
https://www.sciencedirect.com/science/article/pii/S0140673614604608
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.116.061102

Deep Learning applications

DEEP LEARNING EVERYWHERE

W IEINT LR |
PP
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INTERNET & CLOUD MEDICINE & BIOLOGY MEDIA & ENTERTAINMENT SECURITY & DEFENSE =~ AUTONOMOUS MACHINES

Image Classification Cancer Cell Detection Video Captioning Face Detection Pedestrian Detection
Speech Recognition Diabetic Grading Video Search Video Surveillance Lane Tracking

Language Translation Drug Discovery Real Time Translation Satellite Imagery Recognize Traffic Sign
Language Processing
Sentiment Analysis
Recommendation

Climate Change Sep 19

MIT Technology Review Amazon just pledged to hit net zero climate
emissions by 2040 ‘



Neural Networks beat
humans in:

object recognition,

lip reading,

high-end surveillance,

facial recognition,

object-based searches,

license plate readers,

traffic violations detection,
breast tomosynthesis diagnosis,
etc., etc.

11:17 @14



Neural Style Transfer

/\ PRISMA

o [Gatys et al. 2015] °



Neural networks (GANSs) as
artists

ks o e 4

This picture made by a GAN was sold for $432,500 and it's not even real.

o 11:15 @16



Deep Learning and society
expectation

Hype Cycle for Emerging Technologies, 2018

Desap Neural Nets {Deep Leamng)
Carbon Nanctude

|
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artner, Inc. and/or its affiliates. All nghts reserved

Gartner.

Deep Learning’s Permanent Peak’ On Gartner’s Hype Cycle
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The Jim Cray’s paradigms

Science Paradigms

* Thousand years ago:

science was empirical
describing natural phenomena

« Last few hundred years:
theoretical branch [ ]

a
?z- -

471G, c?

using models, generalizations P_k
3 &

« Last few decades:

a computational branch
simulating complex phenomena

« Today: data exploration (eScience)
unify theory, experiment, and simulation

— Data captured by instruments
or generated by simulator

~ Processed by software
— Information/knowledge stored in computer

- Scientist analyzes database/files
using data management and statistics

FOURTH
PARADIGM

Toni Hey,
2009

11:14 @18




The magic triangle

Resources




The Importance of GPUs

Nvidia Tensor Cores - 2017

Google Tensor Processing Unit (TPU) - 2016
Intel - Nervana Neural Processor - 2017
GPUs in Cloud Computing (Google, 2017)

FP16 or FP32

FP16 or FP32 FP16

GPU cores is based on matrix multiplication
[ 11:14 @20

https://www.doc.ic.ac.uk/~jce317/history-machine-learning.html#top



Data

90% of all digital data were generated last 2 years.

Every minute of the day:

4M YouTube videos watched
456K tweets on Twitter

46K potos posted in Instagram
16M text messages sent
103M spam emails sent

Daily:

https://www.forbes.com/sites/bernardmarr/2018/05/21/how-much-data-do-we-create-every-day-the-mind-blowing-stats-everyone-should-read/#46be238160ba

300M photos get uploaded
95M photos and videos are shared on Instagram

100M people use the Instagram “stories”

15K GIFs are sent via Facebook
154K calls on Skype
4.7T photos stored in cameras
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http://www.iflscience.com/technology/how-much-data-does-the-world-generate-every-minute/
http://www.wordstream.com/blog/ws/2017/04/20/instagram-statistics
https://techcrunch.com/2016/10/06/instagram-stories-has-100-million-daily-active-users-after-just-2-months/?ncid=rss
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Number of images/Database

objects/Database

Number of

Image databases evolution

ImageNet &
Deep learning

09:56



Deep Learning Datasets

I M A G E N E T Www.image-net.org
22K categories and 14Vl images

* Animals Plants + Structures + Person
Bird L 7 * Artifact s®.Scenes
Fish *  Flower + Tools * Indoor
Mammal Food * Appliances * Geological Formations
Invertebrate ¢ Materials * Structures * Sport Activities

LVIS Challenge: 2.2M masks, 16K images

= Deng, Dong, Socher, Li, Li, & Fei-Fei, 2009

00:37 = 00:40

= Q2 How s the man whots ot being lamed esponding o the it
o 00) | 01 e thiksthe other man s sckng v f e s

AL » >
A2.She b oo much om her plat,and s new probem overvhelms e <ahurced>

A2 She s blaming her in tense voice and ot etin
A3, The woman is upset becase the s

e conversi
bothare i 5 Ad.Because both ofthem mense o beignoring b

SociallQ TACO: Waste in the wild

11:57 ®
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https://level5.lyft.com/dataset/

Food datasets

Food256: 25.600 images (100 images/class)
Classes: 256

Food101 - 101.000 images (1000 images/class)  Food101+FoodCAT: 146.392 (101.000+45.392)
Classes: 101 Classes: 231

Food DB Future Food DB

150.000 images

ImageNet
1.400.000 images

231 categories 1000 categories 200.000 categories

FoodlmageNet soon to come!
09:56



How many images should

contain the real FoodDB?

1200 250000
1000
1000 200000 200000
o 150000
600
400 100000
231
200 A 50000
0o A 0 231 1000
T T
FoodDB ImageNet FoodDB ImageNet ~ RealFoodDB
300000000 80000000
1600000
1400000 1400000 250000000
1200000 200000000
1000000
800000 150000000
600000
400000 100000000
150000
" 50000000
FoodDB ImageNet 0 150000 1400000
FoodDB ImageNet RealFoodDB
09:56






What is a Neural Network?

Cheesecake

€301, maps 16@10x10
WeUT g‘@ z(gnmmaos $4:1, maps 16@5¢6
3232 52:1. maps
1 6@14x14

LeCunetal,

2048 2048

‘ Full connection | Gaussiar Nleiri Max Max pooling
Convolutions Subsamplng  Convoluions  Subsampling Full connection pooling pooling

LeCun, Chief Al Scientist for Facebook Al Research (FAIR), and
a Silver Professor at New York University A.Krijevksi et.al. 2012, Google Brain & Waymo.
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Analysis of CNNs
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- Miillions of parameters!!!

Inception-v4

Inception-v3 ResNet-152

| ResNet-50° : VGG-16 VGG-19

ResNet-101 i i
' ResNet-34
ﬂ ResNet-18
°° GoogleNet
ENet

© Bn-NiN

5M 35M 65M 95M 125M  155M

BN-AlexNet
55 AlexNet

ok
X

0 5 10 15 20 25 30 35 40

Operations [G-Ops]

The process of training a CNN consists of training all hyperparameters: convolutional matrices

and.weights of the fully connected layers.

11:14 @28



What makes DNN so popular?

It has the three advantages:

e 1. Self-learned high-level features representations

Algorithm

(machine-learning; statistics

(Train or Predict)

e 2. Modularity

e 3. Transfer Learning

11:16 ®29



Use Transfer Learning

Henry Roth is a man afraid of commitment ADAMSANDLER DREWBARRYMORE
up until he meets the beautiful Lucy.

Imagine having to win over

the girl of your dreams...

They hit it off and Henry think he's finally
found the girl of his dreams,

every friggin’day.

until he discovers she has short-term
memory loss and forgets him the next day.

Domain
adaptati
on

Multi-ta
k
- ught

&Y sommst

LML PTEBE s AP AAISE/ AN M CONTENT/ R ELAS it PEERSERL S ﬂﬁlﬁ'mmuﬂﬂ’ﬁt e
SEAN RSTIN aer S8 AYHRCTD s LLEN LATTER it IlHﬁHﬂMﬂl nﬁfﬂYﬂmHlﬂlﬂ mﬂﬂ“m SEIRNSION e
semfE GRS St AN M. e l%"lmwm_mﬂ S LOPFMRAELENONG ALY BEACE wmﬂ ‘
w2 NG uiﬁmmmﬂﬂmmmﬂmm"’ Q™= T

SN T e REMEMBER THEDATE 50 o SRl
VALENTINESDAY: _mﬂi@ =0

Self-tha




Transfer Learning

Multi-task
Learning

Different
Domains &
Single task

Single
domains
& task

Transfer
Learning

Self-taught
Learning

\®§[ Unsupervised ]

Learning

11:17 ®



Transfer learning (TL)

() 10:47 ®



Food Recognition as MTL

Cuisine: French.
Categories: Meat.

Ingredients: salt, oil,
. & onion, garlic, black
i daame  pepper, tomato,
e ' cloves, parsley,
thyme, bay, white
~ wine, clove, duck, fat,
mutton.

- Dish: Confit de canard.

09:41 @



Multi-Task Learning (MTL)

* Learning multiple objectives from a shared representation
- Efficiency and prediction accuracy.

* Crucial importance in systems where long computation
run-time is prohibitive
- Combining all tasks reduces computation.

* Inductive knowledge transfer

- Generalization by sharing the domain information between
complimentary tasks.

o 09:41 @



Food Recognition as a MTL

Cuisine: Vietnamese.

Categories:  Meat,
Noodle/Pasta.

Ingredients: pork, oil,
lemon, herbs, fresno
chiles, chili, noodles,
salt.

Dish: Cao Lau.

09:42 @



How to define the
importance of each task?

e Weighted uniformly the losses.

e Manually tuned the losses.

e Dynamic weighted of the losses.

o The main task is fixed and weights are learned for each side-task ([1]).
o Weight the tasks according to the homoscedastic uncertainty ([2]).

[1] X. Yin and X. Liu. Multi-task convolutional neural network for face recognition.
[2] A. Kendall, Y. Gal, and R. Cipolla. Multi-task learning using uncertainty to weigh losses for scene geometry and semantics.






But many unanswered questions...

* Why doesn’t my model work?
 -> Why does my model work?

Why does my model work?
What does my model know?
Why does my model predict this and not that?

* Our models are black boxes and not interpretable...

o Physicians and others need to understand why a model predicts an output.

Input

Blackbox

o Gal'l6

09:42 ®



Model uncertainty

1. Given a model trained with several pictures of fruits, a user
asks the model to decide what is the object using a photo of a
chocolate cake.

Who is the guilty for this?

[ Adapted from Gal (2016)

09:42 @



Model uncertainty

2. We have different types of images to classify fruits, where one
of the category comes with a lot of clutter/noise/occlusions.
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. Adapted from Gal (2016) 09:42 ®




Model uncertainty

3. What is the best model parameters that best explain a given
dataset? What model structure should we use?

% X
g : :
o X o. [
b
Size Size Size
6o + 012 0o + 61z + Go2° 0o + 01 + 0222 + G322 + 042

Gal (2016)

® 09:42 @



Types of uncertainty in Bayesian modeling

Aleatoric — captures the noise inherent in the observations

* heteroscedastic — data-dependent

« homoscedastic — constant for different data points,
e but can be task-dependent.

* Epistemic — model uncertainty

Can be explained away given enough data

°
Price

Uncertainty about the model parameters

. Size
Uncertainty about the model structure O 4032 4 022 4 0305 4 Oyt

o 09:42 @



Food Recognition as a MTL

Aleatoric uncertainty — How to model it?

Cuisine: Vietnamese.

Categories:  Meat,
Noodle/Pasta.

Ingredients: pork, oil,

lemon, herbs, fresno

chiles, chili, noodles,

salt.
Dish: Cao Lau.

How to determine the total loss of the MTF?

- Expensive to learn & Affects the performance and the efficiency.

Ltotal :Z a)iL i
i

Use aleatoric uncertainty modeling to make the model more

« Cclever!

09:42 @



Our
FoodimageNet




Our FoodimageNet

 Food —450 dishes, 11 categories, 11 cuisines
* Ingredients — 65

* Drinks —40

* Labeled images

 Segmented images
* Recipes

In total:
more than
550.000 images

Eduardo Aguilar, Marc Bolafos, Petia Radeva: Regularized uncertainty-based multi-task learning model
for fo®d analysis. J. Visual Communication and Image Representation 60: 360-370 (2019) 09:42 ®



Food ingredients recognition

Dish: prime_rib Dish: caesar_salad Dish: chicken_curry

Prediction: 'salt','sugar’,'vegetable
Prediction: 'salt','extra-virgin olive oil','dijon  oil','ground black pepper','yellow onion','com
mustard','freshly ground black pepper','red starch','garlic cloves', fresh ginger','frozen
wine vinegar','dried mixed herbs','toasted pine peas','chopped fresh cilantro’,'boneless
nuts','beets','gorgonzola’,'baby spinach’,  skinless chicken breasts','low sodium chicken
broth','greek yogurt','curry powder’,

Prediction: ‘olive oil','kosher salt','minced
garlic','thyme’','peppercorns','rosemary’,'rib-
eye roast’,

GT: 'salt','sugar','vegetable oil','ground black
GT: 'salt','garlic’,'pepper','dijon pepper','yellow onion','com starch','garlic
mustard','worce: cloves','fresh ginger','frozen peas','chopped
juice’,'romaine lettuce','croutons’,'plain greek fresh cilantro','boneless skinless chicken
! breasts','low sodium chicken broth','greek
yogurt','curry powder',

@ LogMeal Api bemo

GT: 'olive oil','kosher salt','minced
garlic','thyme','peppercorns','rosemary’,'rib-
eye roast’,

rshire sauce',’

Food category and class recognition

yogurt','parmesan cheese','anchovy

Chosen Image Food Group Dish
Vegetable Fruit Beet Salad
100%
Dessert Cheesecake
Meat Panna Cotta

Salad With Seeds

Foie Gras

Try with example

Q



http://www.logmeal.es/demo/
http://www.logmeal.es/demo/
http://logmeal.ml/logmeal/

Food Recognition

2000 { ™. Sngle-task
- NTL
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500 - m,
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Food Recognition

Figure 1

green_beans bread beef burger meat

300922 beef burger_meat

-

green_beans

=

-

# € $Q=



https://docs.google.com/file/d/1d6coL73OHSeSgL2VoWCYJuZOyH9Ki5yK/preview

Understanding the cooking
process

food: 0.65.

i V

By Mostafa Kamal, Domenec Puig et.al.


http://www.youtube.com/watch?v=-J11N52OpeQ

Conclusions

Food image world brings us huge amount of data and Computer Vision questions

It makes us redefine which are :
* Datasets
* Problems, Q&A
 Methodologies & Technologies

Transfer learning and its subproblems as multi-task learning open huge amount of
opportunities

Uncertainty modeling is a hot topic with many open questions and challenges!
* Epistemic uncertainty
e Aleatoric uncertainty

A huge impact of food analysis is expected from point of view of:
* Science, but also
* Real world applications, specially important for the society.
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