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Agenda

● Background + Challenge

● Our Journey

● Key lessons



● Have an understanding of the importance of eval
● Actions you can take as you integrate GenAI to your application with 

confidence

Objective



What is Coda? 🤔





Demo - Video 1



Demo - Video 2



Demo - Video 3



Challenge



Challenge



As model upgrades, their 
behavior can change outside 
of our control.



Systematic approach to 
evaluating how a GenAI 
feature behaves.



Journey

OpenAI 
Playground

Coda Vellum Braintrust



Journey: Phase 1 - OpenAI Playground



Journey: Phase 1 - OpenAI Playground
👍
● Easy to start

● Great for prototyping / fast iteration – Even for non-engineers

🤔
● Does not scale well beyond 10 examples - Copy-paste, clicking

● Lack the ability to rate AI output



Journey: Phase 2 - Using Coda



Journey: Phase 2 - Using Coda



Journey: Phase 2 - Using Coda
👍
● No more copy-and-pasting.

● Human-in-the-loop rating.

● Compare models performance

🤔
● Maintenance time ⬆ 



Journey: Phase 3 - Using Vellum



Journey: Phase 3 - Using Vellum
👍
● Dedicated dataset management

● Easy-to-use prompt playground with some auto-grading ability

🤔
● Detach from application logic

● Need to automate manual checks



Journey: Phase 4 - Using Braintrust



Journey: Phase 4 - Using Braintrust



👍
● API support

● Reporting is 🔥
● Flexible

🤔
● More eng friendly

Journey: Phase 4 - Using Braintrust



Journey: Some Stats

Before After

# features supported 0 15

# engineers involved 1 5+

# automated checks 0 50+

# eval jobs run ~25 / week, manual 500+ / week, automated



Lessons



Lessons

● Keep eval close to your code

● Human-in-the-loop is essential

● Importance of great benchmark dataset



Keep eval close to your code



Human-in-the-loop is essential



Human-in-the-loop

Manual 
👀

Auto 🤖

Better 
Eval 💪



Your eval is only as good as 
your dataset.



Your eval is only as good as your dataset.



Recap

● Background + Challenge

● Our Journey

● Key lessons

○ Keep eval close to your code

○ Human-in-the-loop is essential

○ Your eval is only as good as your dataset



Let’s have some Qs!



Where we started…

● davinci -> 3.5 turbo
○ 1 Week of manual review + prompt eng
○ Release, broke things, fix things, repeat 
😞





Reflection

Before After

# features supported 0 15+

# engineers involved 1 5+

# automated checks 0 50+

# eval jobs run 25 / week, manual 500+ / week, automated

Is it OK to upgrade? 👀 ~1 day, manual < 30 mins, automated



Start early & iterate



Appendix

● Vellum: http://vellum.ai

● Braintrust - http://braintrustdata.com/


