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What are foundation models

• First answer: ChatGPT

• Also StyleGAN2, Dalle2, Stable Diffusion, CLIP, Whisper, SAM, Dino v2

• Some are generative (StyleGAN, GPT, Dalle), some are classifiers (CLIP)

• Trained at billion scale datasets. (vs million scale for Imagenet).

• Most FMs are closed (OpenAI...). This is a key problem for a competitive AI 
ecosystem.   

• We need large open multimodal datasets and models. 

• In IFML we are 
1. Creating new Foundation models 
2. Teaching Foundation models new tricks. 
(Solve new problems, Teach new concepts, Improve Consistency, Accelerate) 







The future is multimodal



GPT4V= GPT4+ Images as input 
• LMMs (Large MultiModal Models) integrate image and text 

capabilities. 



The future is multimodal

We need large open multimodal datasets 



The LAION dataset

• 5B image-caption pairs from the internet. 

• Start with Common Crawl which is a crawl of the internet (images + 
alt text). Filter image-caption pairs that are good fit. 

• Dataset creation is a data filtration problem.  

• LAION was used to train Stable Diffusion, OpenCLIP and numerous 
other world-changing open projects. 

• (NeurIPS 2022 best paper award).



DataComp= LAION 2.0

• The largest public multimodal dataset (13B images+captions)

• The first data filtration competition. 

• Given a pool of billions of image-caption pairs, 

• Select a subset of high quality. 

• Run fixed training code on fixed model to get a CLIP model.

• Evaluated in Imagenet zero-shot and several other tasks. 

• We also detected and blurred faces which makes LAION usable by 
many companies. 



DataComp

• Key idea: Lets re-do LAION-5B but in a flexible and re-usable way

• Publish not only the dataset but the entire Tooling around it

• Make it a Benchmark (Datacomp= Dataset Competition). 

• Goal: Enable collaborative data-centric research, 
similar to model-centric research



DataComp: Shift to Data-Centric AI

Traditional ML Benchmark: Dataset fixed (e.g. Imagenet), 
improve the model (Model Centric)

DataComp: Model training code fixed. 
Improve the dataset.  (Data Centric)



DataComp

• DataComp Provides: Large Pool of candidate image-text pairs from 
common crawl (12M, 128M, 1.2B, 12.8B). 

• Safety: toxic content filtering, face bluring, data poisoning protection

• Standardized training code for CLIP models. 

• Evaluation testbed on 38 downstream datasets.

• Participants submit either:

• A subset of of the pool + filtering method 

• A new data source (bring your own data track)



DataComp impact

CLIP model size Training dataset ImageNet accuracy ObjectNet accuracy

Large (L/14) OpenAI 75.6% 69.0%

Large (L/14) LAION 72.8% (-2.8) 59.9% (-9.1)

Large (L/14) DataComp 79.2% (+3.6) 74.2% (+5.2)

First public training set that is better than OpenAI 
Already in use at Anthropic, Apple, CMU, Meta, many others 
Used for OpenCLIP, the most used open source CLIP implementation 
50k downloads (git clones) per day
Datacomp used in Stable Diffusion



Datacomp.ai 



Conclusions

• Making dataset curation a first-class citizen in AI research

• Develop novel models to do filtration and weighting 

• Creating benchmarking pipelines to evaluate zero-shot performance, 
fairness and robustness  

• Industry is not releasing datasets, so good for academia to do

• Create a standardized benchmark to evaluate synthetic datasets



fin



Previous datasets 



Talk overview

•Part 1. Creating large multimodal datasets (LAION and Datacomp)

•Part 2.Teaching existing Foundation models new tricks
-Inpainting using Stable Diffusion
-Enforcing Consistency 
-Finetuning with corrupted data: Ambient Diffusion
-Teaching them custom concepts.  



Teaching Foundation Models new tricks: Our Recent work

• 1. PSLD: Solving Linear Inverse Problems Provably via Posterior 
Sampling with Latent Diffusion Models

• Litu Rout, Negin Raoof, Giannis Daras, Constantine Caramanis, Alexandros G. Dimakis, 
Sanjay Shakkottai
https://arxiv.org/pdf/2307.00619.pdf Neurips 2023

https://arxiv.org/pdf/2307.00619.pdf


Stable Diffusion

• A Latent diffusion model uses an 
Auto-encoder to go into a latent 
space and performs a diffusion there.

• Much faster and memory efficient 
compared to pixel-space diffusion 
models. 

• Stable Diffusion is the state-of-the art 
foundation model for generating 
images (trained on LAION 5B). 

• Can generate great images but we 
want to solve inverse problems, like 
inpainting. 



Inpainting

• Given an image with missing pixels, 

Complete the pixels to preserve the 
statistics of the image.

Missing data problem for pixels. 



Prior work

• A lot of significant work has studied inpainting using generative models. We are building on, and 
comparing to

• DPS:  H. Chung, J. Kim, M. Mccann, M. Klasky, and J.C. Ye. “Diffusion Posterior Sampling for 
General Noisy Inverse Problems” ICLR 23 

• DDRM: B. Kawar, M. Elad, S. Ermon, and J. Song. “Denoising Diffusion Restoration Models”. 
NeurIPS 22.

• PnP ADMM: S.Chan, X. Wang, O. Elgendy. “Plug-and-play ADMM for image restoration: Fixed-point 
convergence and applications”. 2016

• DeepRED:G. Mataev, P. Milanfar, and M. Elad. “DeepRED: Deep image prior powered by RED”. 
ICCV 2019



Foundational Idea 

E D
image

reconstruction

The encoder is a many to one mapping: There are 
multiple images x that map to the same z. 

Diffusion is happening in the latent space z
t

Diffusion



Foundational Idea 

The encoder is a many to one mapping: There are 
multiple images x that map to the same z. 

During diffusion, we use the Conditional reverse SDE 

We discovered that this leads us to bad z latent vectors.

E D
image

reconstructionDiffusion



Stable diffusion for Inpainting has a problem

Input Previous SOTA 
(DPS in SD)

PSLD (Ours)



Foundational Idea (PSLD) 

E D
image

reconstruction

This is how the AutoEncoder is trained

We want to keep the diffusion to stay within such 
z vectors. 

By adding this term in the diffusion 

Gluing Loss: Known piece of D(z*)=y.  Unknown piece is y=AD(z). Add them together to get an image 
with boundary effect  x

Glued
= Concat[ AD(z) , y]

We want z to be equal to E(x
Glued

)
New loss term is || z- E(x

Glued
) ||  this is the gluing loss objective.  Leads to PSLD algorithm  



Foundational Idea-> New algorithm (PSLD) 

Input Previous SOTA 
(DPS in SD)

PSLD (Ours)





Quantitative Comparisons

PSLD: Solving Linear Inverse Problems Provably via Posterior Sampling with Latent Diffusion Models
Litu Rout, Negin Raoof, Giannis Daras, Constantine Caramanis, Alexandros G. Dimakis, Sanjay Shakkottai
https://arxiv.org/pdf/2307.00619.pdf



Web-demo of our method



Web-demo of our method

(Very) Recent improvements: 

Prompt-tuning latent diffusion models for inverse problems
H Chung, JC Ye, P Milanfar, M Delbracio 

Adapt and Diffuse: Sample-adaptive Reconstruction via Latent Diffusion 
Models, Zalan Fabian, Berk Tinaz, Mahdi Soltanolkotabi

https://arxiv.org/abs/2310.01110
https://scholar.google.com/citations?user=KdchEyoAAAAJ&hl=en&oi=sra
https://scholar.google.com/citations?user=HNMjoNEAAAAJ&hl=en&oi=sra
https://scholar.google.com/citations?user=iGzDl8IAAAAJ&hl=en&oi=sra
https://scholar.google.com/citations?user=lDDm920AAAAJ&hl=en&oi=sra


Talk overview

•Part 1. Creating large multimodal datasets (LAION and Datacomp)

•Part 2.Teaching existing Foundation models new tricks
-Inpainting using Stable Diffusion
-Finetuning with corrupted data 
-Teaching them custom concepts.  



Multiresolution Textual inversion: 
Teaching new concepts to Stable Diffusion.

A pre-trained Stable Diffusion can produce ‘a painting of a dog.’

 But what if you a painting of your dog. 

Learning concepts from a few sample images by fine-tuning stable diffusion.

Related to DreamBooth and Textual inversion but with different 
pseudowords trained at each level of the diffusion. 

https://arxiv.org/abs/2211.17115 
Multiresolution Textual Inversion, Daras and Dimakis, Neurips Workshop 2022

https://arxiv.org/abs/2211.17115


Multiresolution Textual inversion

https://arxiv.org/abs/2211.17115 
Multiresolution Textual Inversion, Daras and Dimakis, Neurips Workshop 2022

Jane(0.5) Jane(0.7)

Stable Diffusion 
Foundation Model

‘An image of <alex>’

Loss

Perform CSGM: 
Train xxx so that min|| G(‘<alex>’)- target|| 

https://arxiv.org/abs/2211.17115


Use learned pseudoword xxx in sentence

https://arxiv.org/abs/2211.17115 
Multiresolution Textual Inversion, Daras and Dimakis, Neurips Workshop 2022

Jane(0.5) Jane(0.7)

‘<alex> playing with cute dogs’

Stable Diffusion 
Foundation Model

https://arxiv.org/abs/2211.17115


Use learned pseudoword xxx in sentence

https://arxiv.org/abs/2211.17115 
Multiresolution Textual Inversion, Daras and Dimakis, Neurips Workshop 2022

Jane(0.5) Jane(0.7)

‘<alex> playing with cute dogs’

Stable Diffusion 
Foundation Model

https://arxiv.org/abs/2211.17115


Use learned pseudoword xxx in sentence

https://arxiv.org/abs/2211.17115 
Multiresolution Textual Inversion, Daras and Dimakis, Neurips Workshop 2022

Jane(0.5) Jane(0.7)

Gigantic Stable Diffusion 
Model

‘<alex> as agent Smith in the 
Matrix movie’

Stable Diffusion 
Foundation Model

https://arxiv.org/abs/2211.17115


Fine Tuning on Ten Photographs of Jay Hartzell



Multiresolution textual inversion

Given a few images, we learn pseudo-words 
that represent a concept at different resolutions.

Then we want to Generate with the prompt:
A painting of a dog in the style of <jane>

https://arxiv.org/abs/2211.17115 
Multiresolution Textual Inversion, Daras and Dimakis, Neurips Workshop 2022

Concept we want to 
learn:
<Jane>

https://arxiv.org/abs/2211.17115


Multiresolution textual inversion

Given a few images, we learn pseudo-words 
that represent a concept at different resolutions.

A painting of a dog in the style of <jane(0)>”, <jane(0.5)> <jane(0.7)>
 gives different levels of freedom to match the <jane> style based on the 
number index.

https://arxiv.org/abs/2211.17115 
Multiresolution Textual Inversion, Daras and Dimakis, Neurips Workshop 2022

Jane(High Res) Jane(Mid Res) Jane(Low Res)

https://arxiv.org/abs/2211.17115


Learning different concepts at different resolutions 

Use prompt:  
Generate an image of a <cat:Low Res> 
made with <Jane, Details only> 



Learning different concepts at different resolutions 

Our method allows combining different objects at different resolutions.

For example, given a painting made of buttons and a toy cat as inputs, we 
can generate an image that has the shape of the cat and the texture of the 
buttons.



Conclusions
• Part 1.Making better multimodal datasets:  DataComp

 

Part 2: Teaching Foundation Models new tricks:
• 1. PSLD: Solving Linear Inverse Problems Provably via Posterior Sampling with Latent Diffusion 

Models

• 2. MultiResolution Textual Inversion: Customizing Foundation models to new datasets. 

• 3. Ambient Diffusion: Learning Clean Distributions from Corrupted Data. 

 
 
• Future directions: Uncertainty Quantification, Reducing training set memorization, 

Personalizing FMs: Multiresolution Textual Inversion, DreamBooth, etc.
Improving Diversity, Reducing memorization. 

• Training Foundation Models for MRI, Proteins and other domains.



Fin



Enforcing Consistency in Diffusion Models

• True score function s* and 
optimal denoiser h*(xt,t) 
connected by Tweedie’s 
formula.

• Diffusions learn 
approximate score. We 
discovered that errors in 
score introduce 
inconsistent trajectories.

News: There are 3 types of Consistency in Diffusions that appeared in the recent literature:

Figure from: “On the Equivalence of Consistency-Type Models: Consistency Models, Consistent Diffusion Models, and Fokker-Planck Regularization”
CH Lai, Y Takida, T Uesaka, N Murata et al. 



DataComp Baselines



Scaling with dataset size

Performance of filtering methods consistent across tracks:


