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How does RAG (Retrieval Augmented Generation) work?
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Traces and Spans

● LLM usage is documented in a 
callback system by a trace. 

● In this trace a span can refer to 
any unit of execution

● You may annotate a span with a 
specific name or a general term 
like a chain.
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Span Types
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Model vs. System Evals
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● The OpenAI Eval library and 
LLM leaderboards look at 
how well the various LLMs 
stack up against each other. 

● Using LLM evaluation 
metrics like: 
○ HellaSwag – how well an 

LLM can complete a 
sentence

○ TruthfulQA - truthfulness 
of responses

○ MMLU - how well the 
LLM can multitask. 

 OpenAI Eval library
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Response vs. Retrieval Evals
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Retrieval Evals vs Response Evals

Hallucinations = False
Correctness = True

Precision @4 = 80%
NDCG = 75%

Hit = True
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Putting it all together



© All Rights Reserved | We Make Models Work

Making sense of a large number of distributed 
system calls is what Phoenix is designed to do.

Arize Phoenix Overview 

4–5 lines of code            10+ LLM calls
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Phoenix Demo

https://colab.research.google.com/github/Arize-ai/phoenix/blob/main/tutorials/llm_application_tracing_evaluating_and_analysis.ipynb
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DEMO

https://docs.google.com/file/d/1b7yQfqdB6q73Qp7b5M1p3m3IWZ5d0vIr/preview
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Sign up for a free account at: 

arize.com/join

Thank you.

Check out Phoenix, our OSS tool, at: 

phoenix.arize.com


