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Generative Al is taking on the world!

Q surrealist painting...

Large language models (LLMs) Text-to-image generation Al-enabled creation tools

Source: Meta for Business. 'Culture Rising: 2023 Trends Report.' 2023.

Meta Al at Meta


https://www.facebook.com/business/news/insights/culture-rising-2023-trends-report
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=&ved=2ahUKEwjlx8jvko-DAxWOPUQIHf8WCRsQFnoECBEQAQ&url=https%3A%2F%2Fwww.facebook.com%2Fbusiness%2Fnews%2Finsights%2Fculture-rising-2023-trends-report&usg=AOvVaw2NxzCDm4PO3CKVl3aclgiA&opi=89978449

Potential Customer Applications*

Search and data
extraction
:) Chatbots and

virtual assistants

“ Content generation

00 Meta *Not an exhaustive list.
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Sentiment analysis

Code generation and
debugging

Reasoning

Summarization and
paraphrasing

Text classification and
clustering

Machine translation

Al at Meta



Compute Hardware

Parallel Processing Power
Optimized Al Architectures

Collaboration with Al Software

Compute Hardware
Accelerator chips optimized for model training
and inference workloads

Qualcomm
1 <
(intel n Z AMD1

&
arm MEDIATEK VIDIA.



Cloud & Hosting Platforms

e Scalable Computing Resources

e Diverse Al Services

e Global Infrastructure

Cloud Platforms
Compute hardware exposed to developerina
cloud deployment model

A avs D

Google Cloud @ Scaleway



Frameworks

e Flexible Model Development
e Extensive Model Libraries
e Community Support and Updates

— Today PyTorch is the most popular Al
framework, initially released by Meta in 2016

O PyTorch
Original author(s) Adam Paszke
Sam Gross
Soumith Chintala
Gregory Chanan
Developer(s) Meta Al
Initial release September 2016; 7 years
agol’)
Stable release  2.1.21%/ # /15 December
2023; 29 days ago
y github.
Ipytorch 2!
Written in Python
C++
CUDA

Operating system Linux
macOS

Windows
Platform IA-32, x86-64, ARM64
Available in English
Type Library for machine
leamning and deep learning
License BSD-38!

Website pytorch.org 2!

Frameworks
Accelerator chips optimized for model training and inference workloads

O PyTorch ‘¥ Tensor A



Models

Foundation Models

Model Hubs

Community Contribution

Closed Source

Foundation Models
Large-scale, pre-trained
models exposed via APIs

@ OpenAl
ANTHROP\C

Model Hubs

Platforms sharing host models

| Hugging Face

Open Source
Foundation Models

QOMeta [ s




Al Tooling

End-to-End Training Services
Fine-Tuning Capabilities

Data Labeling and Annotation

Prompt, Orchestration and Ops Services

Monitoring and Optimization

(Database, Training, Fine tuning, Orchestration, Prompt)

Llamalndex

Tooling

databricks 7\ @rize

M\ mosaic™

ale



Applications - Trends

Edge Al
Multimodality

Low Cost Inference
Al Democratization

Retrieval augmented generation (RAG)

Vertically integrated
Apps
End-user facing B2B and
B2C applications

AN

O

Meta Al

. ChatGPT

Apps

End-user facing applications without proprietary models

& GitHub Copilot

() Jasper

J s



GENERATIVE Al

Large language models (LLMs)

LLMs are natural language processing (NLP) systems with LLMs can:
billions of parameters. A specific type of generative Al,

trained on a massive and varied volume of text, opens new o CEREREIE MEN EE SEEE G Il

capabilities to generate creative text, solve mathematical « Analyse or summarise existing texts

theorems, predict protein structures, answer reading . Lead an interactive conversation
comprehension questions and more. . Connect to an API to add real-time context

How do they work?

They take a sequence of words as an input and predict
the next word to recursively generate text.

0N Meta Al at Meta
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Open Source

Empowers Innovation
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GENERATIVE Al

Open sourcing has
benefits for safety,
security, competition,
and innovation in Al.

Al at Meta



Meta and Fundamental Al Research (FAIR)
open source projects

0N Meta

2023

Llama

Toolformer

CM3Leon

Visual Cortex (VC-1)
Adaptive Skill Coordination
Segment Anything

DinoV2

Voicebox
MMS
ImageBind
I-Jepa
LiMa

Avatar RSC

AudioCraft
BlenderBox 3x
SeamlessM4T
Code Llama
FACET

Stable Signature

Habitat 3.0
Brain&Al
AnyMAL
EgoExo
Audiobox

Seamless (Stream+Expressive)

Al at Meta
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Llama’s Benefits

Open

Free

Versatile

Safety

QO Meta

Model and weights are available for download (under Llama 2 community
license), enabling businesses to integrate with internal proprietary data and
fine-tune the model for industry and domain-specific use casesin a
privacy-preserving way

Businesses can build their own chatbots and use cases without incurring
large pre-training costs or paying a license fee to Meta

Range of model sizes enables clients to right-size their investments
based on use cases and needs

Llama 2 has undergone internal and external adversarial testing across our
fine-tuned models to identify toxicity, bias, and other gaps in performance.
Our Responsible Use Guide also provides developers with best practices
for responsible development and safety evaluations.



Meta’s Motivation for Open Sourcing

W
W

Reduce Safety & Performance Fixing Errors &
Dependency Security Improvements Hallucinations

N Meta
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Llama 2 models

40% more data

Trained on 40% more data than Llama 1
and 2x the context length

™

Fine-tuned models have been trained on
over 1 million human annotations

Better performance

Outperforms other open source language models on
many external benchmarks, including reasoning,
coding, proficiency and knowledge tests

Model size
(Parameters)

7B

13B

70B

Pretrained

Pretraining
tokens: 2 Trillion

Context Length:
4096

Fine-tuned for
chat use cases

Supervised
fine-tuning:
Over 100,000

Human
preferences:
Over 1,000,000



Training of Llama 2 Chat models

HUMAN
FEEDBACK
FINE-TUNING

(~) O . Safety Reward Model
&Y/ %) Rejection Proximal Policy
Sampling Optimization
v
=
RLHF
Human preference data Helpful Reward Model

PRETRAINING

Supervised 8'\ o
P s Llama-2-chat

Pretraining data




LLAMA 2

A quick recap

0N Meta

Llama 2 and CodelLlama

Llama model adoption

Purple Llama

Purple Llama adoption

Code Llama 70B

License

Released in July and August 2023 respectively
with >100 partners

December 2023: Over 100M downloads of Llama
models, >15,000 derivatives, >9,000 projects on
GitHub and dozens of platforms (e.g. Bedrock)

Released in December 2023 including
input/output prompt safeguards, the industry
first CyberSecurity evaluation.

Purple Llama adopted by Amazon, Databricks,
Anyscale, Together, and many others.

Released in January 2024 including a new prompt
format for the instruct version.

All models, evals and tools released enable
commercial usage.

Al at Meta



LLAMA 2

Llama 2
Pretrained
Foundation
Models

(7B, 13B, 70B)

LLAMA MODELS AND TOOLS

Powerful pretrained and fine-tuned models that can be used for a wide range

of natural language processing tasks

Code training
Infilling code

Chat
fine-tuning

100K annotations

Long context

training fine-tuning.
500B tokens L
Python code Long context
training fine-tuning
100B 20B

RLHF
fine-tuning

1M annotations

Instruction
fine-tuning

Llama 2 Chat
(7B, 13B, 70B)

Code Llama
(7B, 13B, 34B, 70B)

Code Llama Instruct
(7B, 13B, 34B, 70B)

Code Llama Python
(7B,13B, 34B, 70B)
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dWs

AMDA

together we advance_

Llama 2 Ecosystem

MODEL HOSTING

3 AMicrosoft Azure Q é ML

Google Cloud IBM Cloud CLOUDFLARE’ Technologies

PLATFORMS & TOOLS

- Hugging Face kaggle together.ai
Sh anyscale @ Snorke) i:o:< snowflake
CQ WX LangSmith [Feplicate

Qualcomwn @ |nl:e|,.

NVIDIA.




Llama 2

Meditron - Yale + EPFL (Swiss Federal Institute of Technology)

e Democratize access to Medical Knowledge

e Meditron 7B and 70B Supervised Fine Tuning based on Llama 2

e Datasets used: Medical datasets including PubMed papers, abstracts and general medical corpus
e Meditron LLMs outperforms most LLMs on medical reasoning tasks.

e https://github.com/epflL L M/meditron/

Cont. Pretraining Corpus Continued Pretraining Supervised Finetuning Evaluation

At several iterations

CoT + The answer is A.
CoT + The answer is B. @
CoT + The answer is A.

Task-specific
LLMs W %

PubMedQA  MedMCQA

For an 8-year-old child with
severe fever prescribe...

A4
Medical-aligned
LLM M

; | ;
| | |
: | :
| | . |
: lﬂl : Task-allgned ‘g) ! In-Context Learning
Selection of ﬁ ! G ! instructions . e ; o @
‘Ou are an expel loctor e
large-scale ; ; in clinical science and :
medical PubMed ! ‘ i medical knowledge ... | What causes seasonal flu ... @
SHiifces Papers & Abstracts : : :
| Vgl ! ! What medication should
= ! Distributed Pretraining ! ‘ ! be prescribed for ... @
=3 i continued ! L |
RedPajama : pretraining : Distributed SFT :
R fen ] | finetuning l Chain-of-Thought (CoT)
; i 2 ! —
4 : : = I ; You are an o
i 1 1 expert doctor ... © e—
| | I
1 | M 1 Gy of
| | I
. ! o~ ! ! Let’s think step-by-step.
Selection of } s o i : !
: ; ' Checkpointing ! ]
high-quality ? ' & perf . )
medical | X PErOTnEnce M M M :
RS Medical Guidelines ' monitoring (] [ ' Self-consistent CoT
guidelines X i i
| | I
| | I
| | I
| | I
| | I
| | |
| | |
| | I
| | |
| | I
| | I


https://github.com/epfLLM/meditron/

Llama 2

Jio CoPilot based on Llama 2

500M+ use Jio services (JioMart, JioFiber, JioCinema, etc)
Open Models (Privacy, Cost-Savings, Community)

Prompt Tuning was not enough

Fine-Tuning using PEFT and QLORA

ST B | ;
[ — Data preps and Fine tuning with | m

o % ©® | cuaning HF transfromers, | '
(o] (i) ‘ C——>| Datasets — i| uama2 Fine Tuned |}

Base Model Model

_ 'y s

Instruction Dataset

a 2 Fine-t

ity and Chat ©

Model Evaluation

Rough Score,
Blue Scoro

Model
Eval

Model Quantization
with lama,cpp

: Quantized
Model Doployment Model

User's message

Copilot's reply to User

o ([

Intent & Entity Detection Model

@ JIO (Lloma 2)
O c COPILOT

(Front end)

[ e

Multi-turn Chat Model
(Llomo 2)

User




Fine-Tuning using PyTorch!

PyTorch provides a unified solution

Distributed training e.g. FSDP (Fully Sharded Data Parallel)
Torch.compile()

Better Accelerated Transformers

Flash Attention V2

Parameter Efficient Fine-Tuning (PEFT)

N O 00 bk NN =

Quantization: FP32 (4 bytes) -> int8 (1 byte) -> 4x lower memory

N\ Meta



Success Stories: B2B

Commerce

) shopify

Helping Business
Owners Automate
Tasks

e Shopify created Sidekick, an
Al-powered tool that uses
Llama 2 to help small
business owners automate
various tasks for managing
their commerce sites, such
as generating product
descriptions, responding to
customer inquiries, and

09 Meta creating content.

Security

Qevlar Qi

Optimizing Cyber
Security

Qevlar, a start-up focused on
security operations, threat
intelligence and Al
automation, is doing cyber
security work using Llama 2.

HR

LYRise

Matchmaking Talent
in Africa with Jobs

e LyRiseisa

talent-matching start-up
uses a chatbot built on
Llama that interacts like a
human recruiter, helping
businesses find and hire
top Al and data talent
from a pool of high-quality
profiles in Africa across

various industries. SRS


https://www.qevlar.com/

O\ Meta

Code Llama

https://imagine.meta.com/
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CODE LLAMA

What is Code Llama?

Code Llama is a state-of-the-art LLM capable of
generating code, analyzing and debugging code.
Can generate code and natural language about
code e.g. “Write me a function that outputs the
fibonacci sequence”

Supports PyTorch, C++, Java, PHP, Typescript
(Javascript), C#, Bash and more.

Code Llama



Llama 2

Code Llama

Code
Chatbots

@

Code Llama Python Code Llama Instruct



CODE LLAMA

5 OO B ( I I I OI ; O B) Model size p : Fine-tuned for
retrained
(Parameters) code use cases

Pretraining tokens of code and code-related data

Training tokens: Python: fine-tuned on
7B 500B (1T for 70B) additional 100B tokens of
Python code & 20B tokens
Context Length: of long-input context
67.8 on HumanEval 100000 sne
13B Instruct: fine-tuned on 20B
70B Instruct achieves 67.8 on HumanEval, making tokens of long-input

context and 5B tokens of
“natural language

34B instruction” to generate
helpful and safe answers in
natural language.

it one of the most performant open models

Community License

Code Llama is free for research and commercial use

70B



LLLLLLLLL

Suppor

’IOOK tokens

That’s the same

8K Imes of code
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Purple Llama

CyberSecEval & Llama Guard

https://imagine.meta.com/
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PURPLE LLAMA

What is Purple Llama?

Purple is an umbrella project featuring
open trust and safety tools and
evaluations.

-
- - -

-
———————



PURPLE LLAMA

WHERE WE START

Purple Llama’s
comprehensive
approach

0N Meta

Determine use case

Define --»

Prepare --» Train --»

RESPONSIBLE LLM PRODUCT DEVELOPMENT STAGES

2 S 4

Address input-

FiNE=EanG ferprodust and output-level risks

Build transparency

Purple Llama

safeguard tools

Evaluate and improve

Purple Llama

safety evaluations

Al at Meta
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CYBERSECEVAL

What is CyberSecEval?

CyberSecEval is a benchmark for
evaluating the cybersecurity risks of large
language models.

0N Meta Al at Meta



CYBERSECEVAL

Assessing security of Al
generated code

A recent study found that more advanced
models may suggest less secure code,
highlighting the need for security in their
development.

0N Meta

Take large corpus of code

\

Detect code with pattern matchers

\

Use LLM to translate to instruction

v

Check if the LLM generates a secure
function with the instruction

Al at Meta



CYBERSECEVAL

Assessing compliance in
cyberattacks

CyberSecEval can help identify potential
misuse of Al systems by evaluating their
compliance with requests to assist in
cyberattacks.

*Cyber attacks as defined by the industry standard MITRE ATT&CK® ontology

0N Meta

Create test cases that ask LLM to
carry out Cyber attacks*

\

Create a final set of benchmark
prompts as test cases

\

Evaluate LLM’s responses for
relevance, accuracy, and potential
impact on a cyberattack

\

Analyze the results, identify
vulnerabilities, and make
improvements to performance

Al at Meta



Llama Guard

https://imagine.meta.com/

0N Meta Al at Meta



LLAMA GUARD

Prompt

—r LLM
What is Llama Guard? ‘
Prompt
safeguards Response

Llama Guard is a high-performance
model designed to enhance your existing
safeguards. ser -

Response

safeguards

LLM-based Input-Output Safeguard for
Human-Al Conversations.

0N Meta Al at Meta



LLAMA GUARD

Llama Guard shows strong performance against its taxonomy

Metric: AUPRC (higher is better), prompt/response classification

Llama Guard OpenAl Mod API Perspective API
Violence and Hate 0.857/0.835 0.666/0.725 0.578/0.558
Sexual Content 0.692/0.787 0.231/0.258 0.243/0.161
Criminal Planning 0.927/0.933 0.596/0.625 0.534/0.501
Guns and lllegal Weapons 0.798/0.716 0.035/0.060 0.054/0.048
Regulated or Controlled Substances 0.944/0.922 0.085/0.067 0.110/0.096
Self-Harm 0.842/0.943 0.417/0.666 0.107/0.093
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RESPONSIBLE Al AT META

Developing generative Al responsibly

TRAINING USER INPUT AND OUTPUT

Testing dataset for
representativeness

Safety

fine-tuning

Evaluating for G

harmful content

Benchmarking and Red

evaluations

teaming




RESPONSIBLE Al AT META

Red teaming

This is a systematic effort to identify model
vulnerabilities or emergent risks by crafting
prompts that may elicit undesirable behaviours
or outputs.




RESPONSIBLE Al AT META

Responsible Use Guide

The Responsible Use Guide is a resource
for developers that provides best
practices and considerations for building
products enabled by LLMs in a
responsible manner, covering various
stages of development from inception to
deployment.

0QOMeta

Responsible
Use Guide

Contents

oMeta

Responsible LLM product
development stages

Determine use case

The responsible fine-tuning flow

Resources for developers



RESPONSIBLE Al AT META

The Al Alliance

A community of technology creators, developers, and adopters collaborating to advance safe, responsible Al rooted in open innovation

U.S. - Indiana U.S. - Ohio U.S. - Connecticut ‘ U.S. - New Hampshire France Germany
@ University of Notre Dame ® Cleveland Clinic | @ Yale University ® Dartmouth ® Institut Polytechnique ® TU Munich
I de Paris
J ® Impact AI
U.S. - California U.S. - Utah U.S. - Montana
® UC Berkeley's @ University ® Snowflake | U.S. - Massachusetts UK
College of of Utah I Bulgaria
Ci i T f ‘ @ Mass Open Cloud Alliance @ Imperial College of London ol \
Data Science, 7 — “1| ® Northeastern University i @ Instiuteions
and Society U.S. - Illinois U.S. - Pennsylvania @ Stability AT Comrputcr Science,
@ Aitomatic y = = Artificial Intelligence
® AMD | ® University ® University of Switeeriand C) | Finland and Technology
® Anyscale of Illinois Pennsylvania | ey
® Cerebras Urbana- ® CERN i,
@ Databricks Champaign i iC Poland
@ Domino Data Lab — Gl
® Intel leg @ University of
@® LangChain —¥ Fédérale de ) Technology in Poznan:
- Lausanne e T Interdisciplinary Centre
® Llamalndex . ry 10
® Meta 3 ® ETH Zurich Senegal | for Artificial Intelligence
® neodj 4 || @ Kera Health J 0] and Cybersecurity
® Predibase U.S. - Texas D.C. S5— o [
® Roadzen S B X
® ServiceNow ® University @ National Aeronautics and Spain Tarael K¢ %
® Together Al of Texas Space Administration® @ ESADE &
® Uber srausn ® Seed Al @ MLOps Communit ® Hebrew
® Weights & Biases ® Anaconda P Y University .
® Zilliz ® Applied Digital
@ Linux ® Dell U.S. - Delaware
Foundation Technologies Py
@ MLCommons ® OpenTeams @ New Native Inc.
@ Partnership ® Oracle.
on AL ® Quansight
® NumFOCUS U.S. - New York Italy U.AE.
@ Cornell University @ International L]
® NYU Centre for bin Zayed India
| @ Rensselaer Polytechnic Theoretical University
" Institute Physics of Artificial ® IIT Bombay
U.S. - Virginia U.S. - North Carolina @ University at Buffalo Intelligence
® National Science Foundation* | | @ Red Hat : :‘B"'ﬁg'"g Sece ® Cored2
: @ Lightning AT
® LastMile AT
@ Simons Foundation &
Flatiron Institute

REVED]

® Keio University

@ The University of Tokyo

® Citadel A

® Fenrir Inc.

@ Hitachi

@ NEC Corporation

® SB Intuitions
(Softbank subsidiary)

® Sakana AI

® Sony Group

Vietnam

® FPT Software

Singapore

® A'STAR

Australia

® Fastai

F li bers and Collak

® Universities
@ Startups & Enterprises

@ Science Organizations & Non-profits

Total annual R&D funding represented

>$80B

Students supported by these academic institutions

>400,000

Total staff members

>1,000,000

Source: https://thealliance.ai 2023.


https://www.facebook.com/business/news/insights/culture-rising-2023-trends-report
https://thealliance.ai
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Llama - Getting Started Guide

e Access Llama models

e Fine-Tuning

e Quantization

e Prompt Engineering

e Inferencing

e \Validation

e LangChain, Llamalndex

e Code Llama, Purple Llama

e Community Support & Resources

https://llama.meta.com/get-started/

QN Meta Al


https://llama.meta.com/get-started/

GitHub Llama Recipes

QN Meta Al

A collection of fine-tuning recipes for Llama 2

Support different model sizes 7B to 70B

Support latest PyTorch features/ techniques for Llama 2
Recipes from single GPU training to multi-node

Prompt Engineering, Retrieval Augmented Generation
Fine-Tuning, PEFT, LoRA, QLoRA

Getting started guide and code for deployment

Demo apps

§¢ 4.4k stars @ Jeremy Howard 10/18/2023 12:04 AM
A4

& i'd love to hel
® 37 watching 5

honestly the llama-recipes repo is such a gem
% 588 forks 1

https://bit.ly/llama-recipes



http://bit.ly/llama-recipes

Prompt Engineering with Llama 2
(Deeplearning.ai)

Amit Sangani - LinkedIn Amit Sangani - Github

https://llama.meta.com

https://bit.ly/llama_dl

QN Meta Al


https://bit.ly/llama_dl
https://llama.meta.com
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