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Who am I?

Manager of Technical Staff, Cohere

Lead - Data Acquisition

Co-founder, Toronto Modern Data Stack

Prev: Data @ Shopify, Instacart, Super
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Today’s talk

Science of data for LLMs

Lifecycle of a pre-training dataset

Cohere’s data platform



Pre-training
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LLM training phases

Base model

Post-training
Chat model

Instruct model



Pre-training
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Pre-training

Base model

Self-supervised

Billions of unlabelled docs

Expensive

Web pages

Code Academic
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Post-training (alignment)

Post-training
Chat model

Instruct model

SFT/RLHF/RLAIF

Thousands of labelled examples

Inexpensive

User: Explain the 
concept of 
machine learning to 
a 10-year-old.

Assistant: Imagine 
you have a very 
smart robot friend 
named Robo…

User: Hi there!

Assistant: Hello! 
How can I assist 
you today?

User: I’d like to 
book a flight to 
Austin…

Instruction Conversational
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Data volumes

Pre-training

Billions of documents
Trillions of tokens
⩰ 10-100M+ books

Thousands of documents
Millions of tokens
⩰ 10-100s of books

Post-training
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Pre-training

Web pages

Code Academic
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Post-training (alignment)

User: Explain the 
concept of 
machine learning to 
a 10-year-old.

Assistant: Imagine 
you have a very 
smart robot friend 
named Robo…

User: Hi there!

Assistant: Hello! 
How can I assist 
you today?

User: I’d like to 
book a flight to 
Austin…

Instruction Conversational
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Data inputs into LLMs

Pretraining:

Post-training:
User: Explain the concept 
of machine learning to a 
10-year-old.

Assistant: Imagine you 
have a very smart robot 
friend named Robo…

User: Hi there!

Assistant: Hello! How 
can I assist you today?

User: I’d like to book a 
flight to Austin…
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Science of data for LLMs



Quantity

Quality

Diversity

Tokenizer

Model size

Training

Efficiency

Resources

Algorithms

Hyperparameters

Optimizer
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What determines the performance and capabilities of an LM?

Model architecture Compute Data
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Why is data important?

● Different model architectures trained on the same dataset will 
converge to the same point

● Performance is constrained by data more than anything else

● Data is the “secret sauce”
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Dataset size

● Recent models (LLaMa-2, Yi-34B, DBRX) have trained on even 
more tokens, seeing continued performance gains

● Model capabilities scale with data, parameters, and compute

Training Compute-Optimal Large Language Models - Hoffmann et al. (2022)
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Data quality

● Faster convergence, better generalization, and higher overall ceiling

● Scaling laws may improve with higher quality data

● Clean, coherent, and relevant documents

Beyond neural scaling laws: beating power law scaling via data pruning - Sorscher et al. (2022)
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Diversity

● Many types of diversity are important:
○ Linguistic
○ Domain
○ Task

● The most diverse dataset available is the internet (GPT-2+) 

● The richness and diversity of language helps models learn robust 
and generalizable representations

● Language encodes high dimensional information about the world
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Putting it all together

● Model quality does not 
monotonically improve 
with new data

● Small datasets may be 
more valuable than large 
datasets if they are 
diverse or high quality
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Evaluating the impact of a dataset

● Can we predict the impact of a dataset on model 
performance…before training on it?

● Ablations and evals provide helpful feedback on corpus changes

Kind of?

Model evaluations
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Lifecycle of a pre-training dataset
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What’s in a corpus?

LLaMa-1 Yi-34B

GPT-3
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Data lifecycle
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Ingestion

● Raw data is loaded into storage without any processing
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Transformation

● Format documents into the desired structure
● Remove artifacts that not helpful for training
● Parse out the purest possible version of a document
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Deduplication

● Essential for web crawl data

 35M documents!
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Duplication in web crawls
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Annotation

● Label data with quality signals and classification metadata

● What is quality?
○ Ingestion/processing artifacts

○ Boilerplate/templated content

○ Coherence

○ “Low value” content
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Quality signals

Text heuristics

Linguistic

Content

Repetition

ML/NLP heuristics

Perplexity

Classifiers

Importance 
resampling

LLM evaluators

Prompt 
engineering

Finetunes
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Pruning

● Combination of filtering and sampling at document level
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Case study - DeepSeek 70B
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Challenges

● Working with web crawl data

● Processing PDFs

● Source data may be multiple petabytes

● Finding the right signals for pruning
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Cohere data platform
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Different needs than “traditional” platforms

○ Data acquisition jobs may run continuously

● Primarily unpartitioned, unstructured text and multimodal data

● Pipelines run semi-frequently, sometimes only once

● Reliance on UDFs for text processing

● GPU acceleration sometimes needed
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Guiding principles

● Be as non-destructive as possible when processing data

● Create reusable components

● Simplify and accelerate data quality engineering

● Help people become “one with the data” 
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Architecture
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Quality evaluation

● Textbot: Signal library and scalable compute engine
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Document introspection
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Dataset-wide analytics
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Other infrastructure

● Data lineage tracking with Datahub

● Indexing and searching across data
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Lessons learned

● Treat training data like code (i.e. use peer review)

● Make inspecting, labelling, and visualizing data frictionless

● Create evals to help you make data-driven decisions

● Inject intelligence into your data processing pipelines
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Thank you!

Jonathan Talmi

Follow @jtalms on          


