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CUSTOMER
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What? | Data Similarity

customerID

phoneNumber

zipCode

Discover Discover Similar and Duplicate Data
relationships across databases
To drive DATA SIMILARITY and DATA COMPLETION.

streetAddress
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Why? | Data Similarity

Data is a $273T market1

 

A company with a thousand data workers 
wastes time equivalent to $5.7 million a 
year trying to find relevant data2

By 2026, 60% of GenAI applications will 
fail due to bad, wrong, or not enough data3

1,2,3Source: IDC

Estimated volume of data created, source 

https://www.researchgate.net/figure/Volume-of-data-information-created-captured-copied-and-consumed-worldwide-from-2010-to_fig1_348937287
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AI | Riding the Tidal Wave of Hype 

Artificial Intelligence

Machine Learning

Deep Learning

GenAI

The theory and methods to build 
machines that think and act like humans

Ability for computers to learn like 
humans, i.e., spam filtering, fraud 
detection

Mimic the human brain with many 
connections, i.e., transformers, image 
recognition, face recognition

Ability to generate new text,  audio, 
images, etc. based on training data

ChatGPT & other LLMs, such as 
Google PaLM / Gemini / Titan …
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LLMs do not come without cost…

Source 

https://arxiv.org/pdf/2402.08797.pdf


Copyright © 2024, Collibra. All rights reserved.

…or upside

Source 

https://arxiv.org/pdf/2402.08797.pdf
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Navigating the Keys to Data Science

Directed 
Use-Case

Algorithm 
Selection

Data 
Awareness
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At a high level, how could this (inefficiently) work?

col1
col2
col3
col4
col5
col6
col7
col8

col2
col3
col4

Compute Efficiency:
 Storage Requirements:

(100,000 tables, 100 cols per table, 50 entries per column)

Comparing an average of n columns per table and 
p entries per column…
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col1

… for m Tables 

*250 quadrillion computations in the above example or ~79 years if 
GPU can do 100 million comparisons per second
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Clearly, this is not feasible 

So how are we actually achieving this?

Let’s start at the outcome
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Constraints Drive Solutions

Challenge | Our algorithm

● Must run on customer hardware 
● Cannot phone home to an internal or 3rd-party API
● Must actually be able to determine similar/duplicate data
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Data Source Constraints 
column

en
try

Given a series of columns…
…randomly sampled and streamed in 

batches…

…we must compress…

…and add noise…

..while achieving >90% accuracy. How??

col1col2col3col4 col5 col6col7col8
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String/Date/Categorical Data
{‘MA’, ‘CT’, ‘MI’, ‘CO’, ‘MI’, ‘NH’}

Integer Data
{1, 2, 2, 2, 3, 2, 2, 3, 1, 4}

Float Data
{ -0.63, -0.41, 0.77, 0.08, 0.28, -0.96, 0.23, 0.06, -0.18, -0.07 }

Our schema aims to maintain as much information as possible while maintaining security and 
legal boundaries

0.5 -

Source

% of Distribution

Va
lu

e

Compression | Our Secret Sauce to Performance
PATENT PENDING

https://www.pinecone.io/learn/series/faiss/locality-sensitive-hashing/
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At a high level, how does this actually work?

Compute Efficiency:
 Storage Requirements:

(100,000 tables, 100 cols per table, 50 entries per column)

col4

col1
col3

col5

col7

col6

col2
col8

col3

col2

col4

col1

90 GB

… for m Tables 

O(p*m*n)

Combiner 

+m 

.002

T1,2

T2,4

T3,1

T4,1 T4,3

T1,3

col2

col3

col1

Comparing an average of n columns per table and 
p entries per column…

)

*~100 million computations in the above example if 20% of tables 
have a duplicate (0.00000004% of brute-force)

0.03% of brute-force

PATENT PENDING
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Compression 

…and very relevant to current trends in AI….

This is not new….

source

sourcesource

Morse Code (1840’s) Shannon Coding (1940’s)

https://arxiv.org/pdf/2309.10668.pdf
https://en.wikipedia.org/wiki/Shannon_coding
https://www.google.com/url?sa=i&url=https%3A%2F%2Fscoutlife.org%2Fhobbies-projects%2Ffunstuff%2F575%2Fmorse-code-translator%2F&psig=AOvVaw1aki6fj15JPeLtdkIWTeZc&ust=1709840041708000&source=images&cd=vfe&opi=89978449&ved=0CBMQjRxqFwoTCOC-qeew4IQDFQAAAAAdAAAAABAD
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Burning Question | Similar vs Duplicate?
This is not a record-to-record match, but rather a column-to-column statistical 

comparison 

Bottom Line | We believe that this method improves at volume, i.e., with more tables & 
columns comes more accuracy & utility

CONS

● Sample Accuracy | Exact row 
comparisons are not done

● Column comparisons are statistical 
comparisons, not exact matching

● We see a maximum number of rows 

PROS

● Computational time
● Spatial requirements
● Does not store raw customer data at 

rest (lower risk)
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Constraints Drive Solutions

Challenge | Our algorithm

● Must run on customer hardware 
● Cannot phone home to an internal or 3rd-party API
● Must actually be able to determine similar/duplicate 

data

Solution | Let’s go back to basics

● Decompose data into a series of statistical 
properties which minimize compression loss

● Build an algorithm which fits the needs of the 
end-user

source

http://community.spiceworks.com/t/data-compression-definition-analogy-and-examples-word-of-the-week/547448
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Navigating the Keys to Data Science

Directed 
Use-Case

Algorithm 
Selection

Data 
Awareness

Sampled, 
Compressed, & 

Noisy 

Pragmatic & Performant Volume-Driven
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Prolonged Value | Technology Solution

Pipeline to acquire data

Compressed Data Representation 

Context surrounding the data

col1col2col3col4 col5 col6col7col8
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Prolonged Value | Technology Solution

col4

col1
col3

col5

col7
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col2
col8
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col2
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col1

col2

col3

col1

Pipeline to acquire data

Compressed Data Representation 

Context surrounding the data
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Prolonged Value | Technology Solution

Pipeline to acquire data

Compressed Data Representation 

Context surrounding the data

Collaboratio
n Curation

Se
lf-

Se
rv

ic
e

Compliance

Trust

Marketplace Catalog

Governance

LineageQuality

Privacy
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Expanding the Use-Case | What is RAG Anyways? 

Relational

Blob

Unstructured

Vector DB

Data Prep

Retrieval Layer Third-Party LLMs

M
od

el
 R

es
p

on
se

Compression Layer

User Query

Data Layer Model Layer

PATENT PENDING
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Concluding Remarks
● Sometimes, you need a sledgehammer. Other times, you 

need a scalpel

● Finding the right people to navigate the various avenues 
of…

○ Mathematics
○ Statistics
○ ML
○ Neural Networks
○ LLMs

…will drive pragmatic, performant solutions

● At Collibra, the AI team navigated those various bounds 
to deliver a data similarity solution which walks the 
tightrope of performance, compute, and scalability

https://arxiv.org/pdf/2402.08797.pdf 

Imagine.art ‘s interpretation of ‘Data Council’

https://arxiv.org/pdf/2402.08797.pdf
https://www.imagine.art/
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Thank you!


