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A model is just an imitation of
the real thing
Mae West
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# Import necessary libraries
from sklearn.datasets import load_iris

from sklearn.model selection import train_test split
from sklearn.tree import DecisionTreeClassifier
from sklearn.metrics import accuracy_score

# Load the iris dataset

iris = load iris()

# Split the dataset into training and testing sets
X_train, X test, y train, y test = train_test split(iris.data, iris.target, test_si

# Initialize the decision tree classifier

clf = DecisionTreeClassifier()

# Train the classifier on the ini
clf.fit(X_train, y train)
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The

of Model
Railroading

Second of Six Parts.

The Track Is Your Setting, the Trains Your
Cast of Players, and You Are the Producer;

Learn How to Make Model Railroading
Interesting by Using These New Ideas.

By Frank Ellison.

A,L the world’s a stage,” said Shakespeare,
and if we concede him to be right, then
it follows that the effective operation of a model
railroad is akin to good showmanship.

The railroading and of the

arts of model

THE MopEL RAILROADER

The track, naturally, is the stage on which
the play will be presented; the cast of charac-
ters is the trains themselves, each strutting and
playing its part in a stage setting of bridges,
tunnels, stations, lineside structures, landscapes
and a cycloramic backdrop; the plot is the oper-
ating schedule; and you, my fine protean brass
hat, are the playwright, producer, stage man-
ager, and angel.

As the effectiveness of a play depends on the
facilities of a well equipped stage and the props
that can be used to carry out the illusion of
reality, so the play of model railroading demands
trackage arranged into main line, yards, sidings,
and spurs so that this business of imitating a
standard railroad at work may be present-
ed accurately as well as dramatically.

The yards are the dressing rooms where
the trains are “made up.” We shall dis-
miss them for the moment and dwell on
the main line: its length, character, de-
sign, and all the auxiliary features the
actors need to present their play, for this
is your actual stage. 3

A railroad, then, in its simplest form, is
a main line connecting terminal yards. There
are ramifications, of course, but this austere
simplicity is the mischief with many model rail-
road layouts. The point is that railroads are
much more than this. They transport pas-
sengers and freight in both directions from any
number of places to an equal
number of other places. The
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If it looks good at ten feet it’s
good enough
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| reject your reality and
substitute my own
Adam Savage
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Robot recruiters: can bias
be banished from Al

A third of Aus n companies rely on
) nce to help them hire the
1. But studies show it's not always




Does the AFST v Ify race blas In data?

The data used by call screeners in the existing system, and now used to run the AFST, contain
race bias. In numerous data sets, biased practices translate into bias within data that cannot
be removed. For example, jail bookings aren’t necessarily a function of crime but of criminal
justice policies as well as arrest and jailing policy and practices.

When data contain bias, which is invariably the case, decisions based on that data will perpetuate S

the bias to some extent. This will be the case regardless of how the data are used. Bias in data ‘ars y Tec H N ICA
has been an ongoing challenge within the existing Allegheny County child welfare decision-

making system and any new decision-making approach must also work with this ‘imperfect’ data.

Therefore, as part of the AFST impact evaluation, we need to compare how the AFST works AI to O]_ u S e d to SP Ot Child abus e alle ge dly

with how the existing system works. Researchers found that, in addition to the inherent race

. . eqe
4 Maloney, Tim, ot al. "Black bias in data, decisions made under the existing system are affected by racet targets Parents W].th dlsabllltles

White Differences in Child
Maltreatment Reports and
Foster Care Placements:

A Statistical Decomposition team will continue to monitor how that research impacts the AFST.
Using Linked Administrative ASHLEY BELANGER - 1/31/2023, 2:50 PM
Data.” Maternal and Child

Health Jounal 21.3 (2017): Does STuse | allegations of r atment as a factor?

414-420

The fairness of algorithms is an ongoing issue for researchers in this field and the AFST research 5 ¢ 2 & < & A
2 o Pennsylvania county's child welfare algorithm has inspired tools in other states.

Yes, because historical data tell us that previous reports of maltreatment, substantiated or not,
have predictive power (there is no factor included in the model that does not have significant
predictive power). Since 2016, social workers in a Pennsylvania county have relied on an algorithm to help them determine
which child welfare calls warrant further investigation. Now, the Justice Department is reportedly scrutinizing
How accura the AF the controversial family-screening tool over concerns that using the algorithm may be violating the
Americans with Disabilities Act by allegedly discriminating against families with disabilities, the Ass
Measuring the accuracy of predictive tools is not simple; however, at rollout, the accuracy of s X " 3 i
Pre >ported, including families with mental health issues.
the AFST was described as comparable to a mammogram: 77 percent accuracy for predicting

whether a child would be placed in care within two years after being referred and screened-in Three anonymous sources broke their confidentiality agreements with the Justice Department, confirming to

for investigation, and 73 percent accuracy for predicting whether a child would be re-referred AP that civil rights attorneys have been fielding Complalnts since last faII and have grown increasingly

within two years after being referred and screened-out for investigation. At six-month rebuild, concerned about alleged biases built into the Alleghen unty Family Screening Tool. While the full scope of

we intend to add an additional flag for mandatory screen-in, which is generated by a Random the Justice Department’s alleged scrutiny is currently unknown, the Civil Rights Division is seemingly

Forest Model which has accuracy of 88 percent (which is substantially higher than a mammogram). interested in learning more about how using the data-driven tool could potentially be hardening historical
systemic biases against people with disabilities.

Please see page 15 of the methodology and implementation report for additional information

on model performance. The county describes its predictive risk modeling tool as a preferred resource to reduce human error for
sooal workers benefltmg from the algorithm'’s rapid analysis of”hundreds of data elements for each person
Has the AFST i
In addition to assessing the accuracy of the AFST in predicting placement and re-referral, the
research team also conducted an external validation looking at hospital events (emergency
department visits and inpatient admissions). Findings show that over a broad range of injury
types there is a positive correlation between the placement scores generated by the AFST at
referral and the rate of hospital events.







Data Science is maturing

DS’s role is not to know all the things anymore
but instead to understand how it all works
together

Model making is all about compromise and thus
all models are compromised

Make decisions deliberately

Make your data reflect the change you want to
see in the world
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