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How to ensure your model does not drift

Continually changing 
environment

How does it show 
itself for deployed 
ML models?

Toloka’s 
approach with 
Adaptive ML 
Models

Industry & research 
use cases with 
adaptive ML and 
human oversight



The world changes every day

Changes in context



Before COVID-19

— “No scent” review and low rating 
→ likely the product is bad

After COVID-19

— Spike in “No scent” reviews

— “No scent” review and low rating
→ doesn’t mean the product is bad

Data drift example: Scented candles and COVID-19

Review content didn’t change!
Very hard to infer problem from data alone



The world changes every day

Changes in context

The emergence of new phenomena           



Data drift example: New spam and phishing schemes

Common spam letters 
years ago

Recent spam schemes



The world changes every day

New meanings

Changes in context

The emergence of new phenomena           



Data drift example: Semantic changes

Also TeslaTesla

Then Now



Types of data drift → Need to monitor ML

Distribution shift

Data changes over time
(e.g. conversation styles change)

Train/test skew

Training data might not be representative

Label (concept) drift and more

Task details change over time





Real-life example of changes 
in training data for self-driving cars

Challenge Label images of roads 
with snow within a couple 
of days after sudden 
snowfall



19K
items

9K
items

Real-life case on outdated model for SMM classification

Challenge The client was handling 36K items per day with an outdated 
model trained on 1 year old data, and sending an 
additional 19K items per day for manual labeling.

The final goal was to optimize the process for classifying 
social media mentions as spam/feedback/neutral/news and 
retrain model on updated data.

Result

per day for manual labeling







 



Toloka supports data-related processes across the entire ML lifecycle 
From data collection and annotation to model training, deployment and monitoring

TolokersML Models

Document recognition Content moderation

Competitor and media analysis Hyperlocal weather forecast

Usability testing

Automated video translation Customer support

Human-powered ML solutions

…

Intelligent platform and technological infrastructure

Data collection

Data processing
Store, process and clean data

Data annotation

Data analysis

Model training, deployment,
and evaluation

Model monitoring



Introducing Adaptive ML models



Adaptive ML models with human-in-the-loop flows

Prepare 
data 

for training

Train/test  
model

Deploy
model

Verify/monitor model 
quality with humans

Data labeling

Gather data
and human labels

Data labeling

Human-in-the-loop

Explain how 
to label data

Collect data

Typical 
process

Obtain model 
predictions

  Adaptive ML models
Tune, evaluate, and deploy models end-to-endExplain how 

to label data
Collect data Obtain model 

predictions

With our 
models



Non-adaptive model

Input API ModelRequest 
prediction

Return 
prediction

Predict

Database

Save 
prediction



Adaptive model with human-in-the-loop process

Input APIRequest 
prediction

Return 
prediction

Predict

Toloka DL API

Save 
prediction

Get sample of 
predictions and 
create labeling 
tasks

Toloka Project
Set up project (once)

Crowd

Receive 
labels from 
the crowd

Compare labels received 
from the crowd to 
predictions and compute 
metrics

Retrain and re-evaluate 
the model from crowd 
labels

Database

Model



Adaptive model with human-in-the-loop process

Input APIRequest 
prediction

Return 
prediction

Predict

Database

Save 
prediction

Get sample of 
predictions and 
create labeling 
tasks

Toloka Project
Set up project (once)

Crowd

Receive 
labels from 
the crowd

ML Model

Data Labeling

Retrain and re-evaluate 
the model from crowd 
labels

Compare labels received 
from the crowd to 
predictions and compute 
metrics

Toloka DL API

Model



Report: model retrains

Jan’22 Feb’22 Mar’22 Apr’22 May’22





Industry & research use 
cases with adaptive ML 
and human oversight



Content moderation for public messages

— Protects the messenger 
from illegal content

— Helps detect and prevent fraud

— Enables good user experience 
and retention

Human in the loop pipeline 
with Adaptive ML Models 
for moderating messages 

— Full compliance with company 
policies

— Enable growth in new regions

— Better customer experience 
with improved safety

— Data: messages and threads

— For initial pipeline setup: 
1000 messages and 
instructions 
for the classes

— For pilot: 100K messages

— Production volume: 
10K-20K messages/day

Why it’s 
important 

Toloka’s 
solution

Business 
impact 

Technical 
details

Growth
10K items/day for EN, UK, RU 

30-40% 
reduction in escalations



Moderation pipeline example

ML result
Probability is below 

threshold: Gray Zone

Verdict 
Manager

ML result
Probability is above 

threshold: Certainly OK

ML result
Probability is above 
threshold: Certainly 

Prohibited

Database 
item-seller-source-priorit

y-punishment status

Items for 
Crowdsource

Golden set 
items

Toloka

Training for crowd

Exam

Qualified Assessors

Tasks Level 1
(majority vote out 
of 3 evaluations)

Tasks
Level 1

# 1

Tasks
Level 1

# 2

Tasks
Level 1

# …

Results for Task Level 1

Aggregated results
of tasks
Level 1

Gray zone items:
Positive Majority

Gray zone items:
No Majority

Tasks Level 2
(majority vote out of 7 

evaluations)

Tasks
Level 2

# 1

Tasks
Level 2

# 2

Tasks
Level 2

# …

Results for Task Level 2
Aggregated results

of tasks
Level 2

Overall
aggregated 

results

Golden set items

Typical task structure

Gray zone items



Document recognition 
AI with human-in-the-loop 

Client 
challenge

Solution 
offered

Business 
impact

AI-powered data extraction tool helps large companies 
analyze, categorize, and retrieve customer information 
from scanned documents in seconds. The algorithm 
needs continual retraining

The company uses Toloka to build human verification 
into its pipeline with human input 24/7 from around 
the globe. Results are received in minutes

More than 4500 verification tasks are sent to Toloka 
via API every day. The human-in-the-loop flow ensures 
accuracy of over 99% for the company's document 
recognition software

Tech startup

6–8 min
per document

99%
accuracy



Text recognition for document processing

Invoice 
segmentation

Final result: 
labeled invoice

Verification 
tasks

Invoice 
transcription

Incorrect

Pay annotators

Outline text information 
with bounding boxes

— invoice number 

— client’s name

— address

— phone

— email address, etc

Are the bounding boxes 
correct?

Find the highlighted 
blocks with information 
about the client in the 
invoice and enter the text 

Correct

Execution pipeline



So why do we need human oversight here?

— Having reliable accuracy metrics

— Verifying that the model performs as expected over time



Best prompts 
for Text-to-Image models



Find best prompts for Text-to-Image models

[keyword1, …, keywordM−1] “A portrait painting of daenerys targaryen queen” [keywordM, …, keywordN]



Find best prompts for Text-to-Image models

Top 15 keywords Our approach



— Tolokers were shown the description and two 
sets of images, produced with a different set 
of keywords 

— Tolokers chose the most aesthetically-pleasing 
image for each description 

— Images generated by another text-to-image 
model were used for qualification tests 

Find best prompts 
for Text-to-Image models
The process



It works better than using top 15 keywords or no keywords at all

Genetic algorithm iteratively improves the choice of keywords



As selected by our method

The best keywords

— cinematic
— colorful background
— concept art
— dramatic lighting 
— high detail
— highly detailed 
— hyper realistic

— intricate
— intricate sharp details
— octane render
— smooth
— studio lighting 
— trending on artstation



Learning from subjective 
data: IMDB-WIKI-SbS 



Dataset 

Learning from subjective data 

— Most crowd tasks are classification, which is 
objective 

— Information retrieval and recommender systems need 
subjective opinions of humans

— Pairwise comparisons work well for gathering 
subjective opinions, but these methods need 
evaluation

IMDB-WIKI-SbS
New large-scale dataset 
for evaluation of pairwise 
comparisons



Learning from subjective data
Dataset 

250K
comparisons

9K
objects

4K
Tolokers

— The IMDB-WIKI-SbS  dataset uses 
the age information offered by IMDB-WIKI 
as ground truth

— It has a balanced distribution of ages 
and genders of people in photos

— We can use it to evaluate methods 
for gathering subjective opinions



Reinforcement learning 
with human feedback



Can the crowd teach a "robot" to do a backflip? 

— In the Reinforcement Learning problem, an algorithm 
interacts with an environment and receives feedback – 
a reward

— The agent takes actions that change the environment 
to maximize the reward

— Ready reward function can use ready-to-go 
implementation of RL algorithms

— The reward function needs to be defined by the 
engineer, but it requires a lot of time and effort

Don’t define the reward 
yourself — ask the crowd!



— Let the agent do a backflip
— Sample random trajectory pairs 
— Run pairwise comparisons with crowd
— Train a network to predict a reward based 

on comparison results 
— Train agent to maximize predicted reward

Learning from subjective data

The process:

Replication of the paper “Deep Reinforcement 
Learning from Human Preferences” by OpenAI 
and DeepMind using Toloka



So why do we need human oversight here?

Best prompts for Text-to-Image models
— Coming up with good keywords is hard but can scale with large amounts 

of small tasks for humans

Learning from subjective data: IMDB-WIKI-SbS
— Datasets with subjective comparisons are rarely available
— There are few if any out of the box models available capable of predictive 

subjective perception

Reinforcement learning with human feedback
— Reward functions can be hard to develop — human opinion can be 

instrumental in making progress in RL





Our preliminary experiments

Review classification: binary classification with clear patterns (also easy)

GPT-3: Accuracy = 88%

Tolokers: Accuracy = 96%



Our preliminary experiments

Message classification, mostly simple multiclass classification

GPT-3: Accuracy = 69.4%

Tolokers: Accuracy = 100%



What’s next?

— Human insight offers textual feedback for the instructions and the project, 
while an LLM only follows the prompt, which could be wrong

— LLMs can be p-tuned (“adapted”), requiring hundreds of examples 
(OpenAI offers that), but it is still prone to data drift

— Difficult tasks require more diligent Tolokers. LMs and synthetic data can 
help us select and train Tolokers, write task instructions, etc.



+

www.toloka.ai

Fedor Zhdanov
Head of AI at Toloka

fedor@toloka.ai

Thank you!



Toloka Adaptive Models: reach out

— You are an engineer who wants to try and build their 
system with ML services

— Try our solution and influence our roadmap

— Reach out to us about your problem where you want 
to apply ML

https://tolokamodels.tech

https://tolokamodels.tech/

