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An unplanned interruption
to a service or a reduction
in guality of a service.
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Diagnosis

SEV 1

SEV 2

SEV 3

SEV 4

SEV 5

Assess impact. Escalate. Start root cause analysis.

Service degradation

Unavailable

Significant problems

Performance problems

Performance problems

Low level annoyances

Impact to users

Most users affected

Many users affected

Some users affected

None

None
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Resolution Take actions to resolve. Confirm recovery.
Commander
Staff Data Engineer
v Assign roles to team members
Scribe j Escalate to SEV2
¥ _ Data Scientist

Prepare for hand-off at 8PM a Subjegt s 7 SR
oudl. Analytics Engineer
v Start a Google Doc

v Trace lineage in Bigeye
v Share into Slack channel

v Review recent DBT commit
v Roll back commit in Github

i) Liaison
'edll Data Eng. Manager

v Email senior leadership v Check out Snowflake logs
v Slack data science teams v Look at S3 buckets
v Update public status page

v Restart Airflow

i& Subject Matter Expert
""" Data Engineer
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Closure

SEV2 Outage in The Data Pipelinez ¥ & o ~om m
File Edit View Insert Format Tools Extensions Help Lastedit was 3 minutes ago
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100% ~

Review and identify preventive measures.

Normaltext « lnter - 12+ BIUAS o

EXAMPLE:

No specific items in the backlog that could have improved this service. There is a note
about improvements to flow typing, and these were ongoing tasks with workflows in place.

There have been tickets submitted for improving integration tests but so far they haven't

been successful.

Recurrence

Now that you know the root cause, can you look back and see any other incidents that
could have the same root cause? If yes, note what mitigation was attempted in those
incidents and ask why this incident occurred again.

EXAMPLE:

This same root cause resulted in incidents HOT-13432, HOT-14932 and HOT-19452.

Lessons learned
Discuss what went well in the incident response, what could have been improved, and
where there are opportunities for improvement.
EXAMPLE:

« Need a unit test to verify the rate-limiter for work has been properly maintained
Bulk operation workloads which are atypical of normal operation should be reviewed

Bulk ops should start slowly and monitored, increasing when service metrics appear
nominal

Corrective actions

Describe the corrective action ordered to prevent this class of incident in the future. Note g
who is responsible and when they have to complete the work and where that work is being
tracked.

EXAMPLE:

1. Manual auto-scaling rate limit put in place temporarily to limit failures

2. Unit test and re-introduction of job rate limiting

3. Introduction of a secondary mechanism to collect distributed rate information across
cluster to guide scaling effects

& Casey Cuning

10



© Bigeye

The Hidden Costs of Poor Inc_ident Management
Incident Management Guide

§5 FireHydrant  soutonsv  product~  Resouces  ntogrations  ricing. togin [‘surttorton | | PagerDuty incident Response

len costs of poor
ident management

SRE Handbook Incident Handbooks

G A

ATLASSIAN

Incident management for
high-velocity teams

Incident Response

Atlassian Incident Handbook
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