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Why do we think it was a breakthrough?

The technology was evolutionary but complex

but

The user experience was revolutionary and simple



Historically:

Search technology had many clever breakthroughs

but with each one:

The UI got more crowded, not less!











Take me to Texas Governor Abbott’s homepage

Tell me Gov Abbott’s history

Tell me about Gov Abbott’s education

Show me images of Gov Abbott

What’s the latest news about Gov Abbott?

When was Gov Abbott born?

Where was Gov Abbott born?

How old is Gov Abbott?

Who is Gov Abbott’s wife?

How many children does Gov Abbott have?

Where did Gov Abbott go to college?

Where did Gov Abbott go to law school?

Which high school did Gov Abbott attend?

Where did Gov Abbott get married?

Who are Gov Abbott’s siblings?

When did Gov Abbott get married?

Take me to Gov Abbott’s Facebook page

Take me to Gov Abbott’s Twitter page

Take me to Gov Abbott’s LinkedIn page

Take me to Gov Abbott’s Instagram page

Tell me about Kari Lake

Tell me about Beto O’Rourke

Tell me about Cecilia Abbott

Tell me about Audrey Abbott

How long can Texas governor serve?

What is Texas Governor’s disability?
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That’s only about half the results / links



Historically:

Search technology had many clever breakthroughs

but

The UX got more crowded, not less!

Why?



Because search engines could
never be sure what the user wanted

and they (implicitly) optimized for keystrokes needed to 
get to the answer



Natural language acts like a sharp knife that cuts right 
through the clutter of intents



Natural language acts like a sharp knife that cuts right 
through the clutter of intents 

but with great power comes great responsibility – now 
users can ask harder and harder questions!



Fortunately, LLM-Based Chat is a Two-way Street

They enable access to information through
expressive queries

They synthesize answers through equally
expressive answers



Takeaway #1:
A new paradigm for knowledge on the Internet

Don’t Search.
Ask.
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So is it game over?

Well understood:

Fluency masks factual inaccuracies in “LLM Search”
Remember: an LLM is a great next-word predictor.

When the statistically most likely 
sequence of next words happens to 
be the right answer, LLMs look 
magical.

When the statistically most likely 
sequence of next words is not the 
right answer, LLMs look somewhere 
between silly and dangerous.
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So is it game over?

Well understood:

Fluency masks factual inaccuracies in “LLM Search”

Less well-understood:

How to build Search systems using LLMs
ChatGPT, Sydney, Bard (+ ofc. Bing, Google) are Search systems.
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What is Search?

“A journey of a 1000 miles begins with a single query…”

– “Lao Tzu”
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…but don’t stop there!
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Takeaway #2:
Search is messy and multi-dimensional

How will Generative AI touch the
broader Search landscape?



Outline for the Rest of the Talk

Organize Search Engines / Search Intents into a simple dichotomy
○ Answers vs. Decisions

○ Spoiler Alert:
Pure LLMs might solve “answer” searches but not “decision” searches

○ Identify the fundamental barrier for LLMs to solve the latter

Describe the Tonita Architecture for Decision searches

Hallucinate about how Gen AI might reshape the Web



Let’s organize that Engines/Intents taxonomy a bit better…

A. The “interactive Wikipedia” model for answers:
– conversation on a topic – broad or narrow – that can possibly 

drift as it evolves

B. The “decision-maker” model:
– explore options related to a goal-oriented task, interact with a 

database of listings, gather knowledge, make one or more 
choices



Let’s organize that Engines/Intents taxonomy a bit better…

A. The “interactive Wikipedia” model for answers:
– learn about carbon sequestration, this year’s Oscars, 

diabetes, Victorian era scandals, find out basketball scores…

B. The “decision-maker” model:
– pick a hair dryer to buy, choose jobs to apply to, find an 

apartment to rent, get replacement parts for hydraulic press, 
identify best targets for marketing emails…



The interactive Wikipedia model

Out-of-the-box LLMs do well for “well-represented” topics

- might hallucinate for “tail” topics

- fine-tuning might help significantly:

○ data fine-tuning on specialized corpora, fresh data
○ instruction fine-tuning to encourage or discourage specific “behaviors”

– FLAN style:
fine-tune on a small set of NLP tasks phrased as instructions

– InstructGPT style:
fine-tune with a large set of natural instructions + human feedback (via RL)

– Chain-of-thought prompting



The decision-maker model

Search Browse Results
Open New 

Tab for 
Result

Open New 
Tab for 

Googling

Google 
Search Browse Results

Open New 
Tab for 
Result



The decision-maker model

Out-of-the-box LLMs are largely useless here!

Micro-topics, details matter, often niche vocabulary

Data items have a mix of structured and unstructured info



But there’s a more fundamental problem



But there’s a more fundamental problem

LLMs can’t make “references”

- to specific items in their training data / fine-tuning corpus

(“as explained in Section 14.1, What ails world peace?, paragraph 2,...”)

This inability to “ground” the conversation in real-world entities
will likely be a major limiting factor on

how much LLMs can solve Search in the “decision-maker” model



An example

Consider the apartment search query
“2br SF apt within walking distance to BART”

Includes structured constraints, geo-spatial constraints, 
and assumes a fairly advanced “world model”
+
The actual listings available in the DB at that moment



What might a powerful
“decision-maker” experience

look like?



Help me find an apt in SF

Sure, do you have specific 
neighborhoods or types of 
apartments in mind?

yeah, I commute to the 
Peninsula and Oakland 
frequently, so closer to the 
Bay Bridge is good

Sounds good, let me look up 
some apartments for you



Ok, here are some…

2 br, preferably with a gym
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Is Geneva Ave a quiet 
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neighborhood?



Is Geneva Ave a quiet 
neighborhood?

Yes, Geneva Ave is a quiet 
residential street; it is also 
close to McLaren Park, which 
is very popular among many 
residents, especially families.

cool - what’s the nearest 
Caltrain station?

Bayshore station is a mile to 
the East from 1888 Geneva

Is it also close to BART?

The Balboa Park BART station 
is 2 miles to the West



The Balboa Park BART station 
is 2 miles to the West

too far!  shortlist it, but show me 
something where I can walk to a 
BART station

4 mins walk to Mission St BART10 mins walk to Bayview BART



Core Elements

Seamless interleaving of results + conversations

Smooth blending with other standard UI elements

(e.g., scroll, filter, save, share)



Rich Conversations

Question-answering:

about individual results, product categories, “world knowledge”

Adding / undoing constraints, accumulated personalized preferences, 
preference elicitation



Bells and Whistles

Longer-lived sessions

Asynchronous sessions with multiple users

Executable actions



Ok, how do we accomplish this?



The Tonita Architecture

“Everything should be made as simple 
as possible, but no simpler”



Key Insight: LLMs are Incredible Compilers, Coders!



LLMs
are great at language 
transformations,
and can be
trained with
a small number of 
high-quality examples.

Challenge: Scaling!

Tonita DB

Corpus

LLM Compiler
World 

Knowledge



LLMs are great at writing code!
Teach them to write TQL to pull stuff 
from the compiled DB

Tonita DB

Tonita QL



Tonita DB

Corpus

LLM Compiler
World 

Knowledge

LLM
(ChatGPT / Bard)

Tonita QL



Complement to the ChatGPT “plugin” model

Tonita brings

conversation capabilities

to Searching/browsing an 
application corpus

ChatGPT brings

an application into a chat 
session through a simple API



Complement to the ChatGPT “plugin” model

Tonita understands the 
application corpus deeply and 
uses LLMs to bring language 
fluency and world knowledge

A Tonita Search for the app is 
automatically a ChatGPT 
plugin!

ChatGPT plugins offer a 
shallow interface to the 
application corpus

The quality of the experience is 
only as good as the underlying 
search engine for the 
application



Summary

High-level dichotomy in Search:

– Answers vs. Decisions

Generative AI brings major simplification to the Search UX

– great for the “interactive Wikipedia” experience for answers

Described Tonita architecture for “decision-maker” Search



Final Thoughts

Will generative AI reshape the Web?



Will Generative AI reshape the Web?

The Web is awesome at the presentation layer and the transaction layer

- HTML/CSS/JS are great for these
- None of them is capability-centric

Led to the publish-crawl-index-search paradigm for the middle layer

What if the Web were capability-centric and presentation is just icing?

- websites become AI agents with deep knowledge of capabilities
- compiled from private databases

- search engines evolve into routing / decision-making engines


