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Cofounder of Continual (continual.ai)

Former CTO for ML at Cloudera

Cofounder of Sense (acquired by Cloudera)

 

In other words…. somebody that's suffered through 10 

years of trying to make MLOps easy.

Who am I?
T R I S T A N  Z A J O N C



 

Today's Goals •

•

•

•

•

What is generative AI?

Why is it exciting?

What are the key challenges?

What are promising product areas?

Questions



What is generative AI?
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It's a better, faster, and often cheaper way to 
build AI-powered products and features.



How did it work?
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No really, how did that work?
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GPT-3
•

•

It's possible to train a large autoregressive 

language model in a fully self-supervised 

manner.

The resulting model demonstrates strong few-

shot performance in translation, question-

answering, cloze tasks, and on-the-fly reasoning

https://arxiv.org/abs/2005.14165


Source: UL2: Unifying Language Learning Paradigms

https://github.com/google-research/google-research/tree/master/ul2




What's exciting?

< / >



Incredibly capable
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Incredibly easy
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What are the key challenges?

< / >



Alignment
P R O B L E M  1
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RL with human feedback
You can significantly improve models by 

iteratively tuning them based on human feedback 

after pretraining.

 

This forms the basis of OpenAI's InstructGPT, 

which is tuned to follow instructions. 

 

Result: 1.3B InstructGTP model preferred to 175B 

GTP-3 model.

 

Also used to train ChatGPT and GPT4.

https://openai.com/blog/chatgpt/




Constitutional AI
Anthropic has also demonstrated that it is 

possible use reinforcement learning with AI 

feedback.

 

In this setup, the AI critiques itself based on some 

"constitutional principles" which is used to train 

the reward model.

 

Very exciting, since it enables self-improvement 

without costly human supervision.





Fine-tuning and RLHF/RLAIF

P R O S

•

•

•

•

Very powerful alignment tools.  Can be used to improve performance and reduce bad behavior.

Quality improvement can be very disruptive (e.g. InstructGPT and ChatGPT)

Fine-tuning can make small/fast models work like big/slow models.

Methods like LoRA and "prompt tuning" can avoid fine-tuning the entire model, simplifying deployment.

 

•

•

•

•

•

•

All your standard MLOps challenges: highly skilled team, slow development, complex infrastructure.

You often want to fine-tune on customer data, but that's hard to do while preserving privacy!

Fine-tuning requires labels, which can be expensive and slow to gather.

Fine-tuning can hurt real world generalization and can lead to miscalibrated models (log probabilities)

The most capable models on the market (GPT4, Anthropic) cannot be fine-tuned currently.

RLHF/RLAIF is not straightforward to implement yet.

C O N S



Prompt engineering
P R O B L E M  2
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Guidelines
When using instruction-tuned models (GPT3/4), it 

can work well to give bulleted guidelines.

 

Bing Chat shows a real world example of this style 

of prompting.

 

Guidelines also works well for prompt iteration.

 

 



Dynamic Examples
When using few-shot prompting, it can be useful 

to have a example database and lookup diverse 

examples that are semantically similar.

 

Guidelines + examples are a very powerful 

combination.



Chain of Thought
For complex reasoning use cases, a "few chain of 

thought" examples significantly improves 

performance on complex arithmetic, 

commonsense, and symbolic reasoning tasks.



Let's Think Step by Step
Just add "Let's think step by step" before as asking 

for a completion.  This is zero-shot chain of 

thought prompting.

 

The intuition is to give the model more 

information in-context before it tries to answer.



Prompt Engineering

P R O S

•

•

•

•

Very flexible. Much more flexible than you might initially think!

Very fast to get to a working initial benchmark.  No data, no training!

Very simple deployment.  One model, many use cases!

Privacy preserving.  No customer data in model parameters.  Personalize in context!

 

•

•

•

•

•

Prompting can be a dark art.

Prompting context length is limited

Longer prompts are more costly.

Large multitask models are slower and more expensive the task-specific models.

Future models may very well make all this work irrelevant.

C O N S



Evaluation
P R O B L E M  3
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AI Evaluation
•

•

For responses with ground truth and little 

variation, e.g. classification, use basic match, 

includes, or fuzzy_match functions.

For responses with no ground truth or 

significant variation, e.g. open-ended writing 

and QA, use the model to grade itself.





AI Evaluation

P R O S

•

•

•

•

Very fast, cost effective, and scalable compared to human labelers.

Often better than non-expert labelers.

Expensive models can evaluate cheaper models or generate labels.

Can be combined with human labelers.

 

•

•

•

•

Only possible if you have a sufficiently capable evaluation model.

Evaluation model be not be aligned with real human preferences.

Evaluation guidelines can be hard to write.

Generating labels from commercial language models may violate their terms of service.

C O N S



Knowledge gaps and hallucination
P R O B L E M  4
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RETRO - Embedding 
Search
Look up sentence in token database and get the 

most is similar completion sentence.

 

It's a great way to add private data to models in a 

scalable way.  It also is privacy preserving, unlike 

finetuning.



WebGTP - Web Search
Why not give LLMs access web search? Search 

results can be added to the prompt context to 

ground responses.

 

This is quite easy!  But it requires prompt chaining.



Retrieval-based context augmentation

P R O S

•

•

•

Very easy to extend LLMs to use tools like web search or embedding search.

Retrieval use is natural path to tie into propriety systems and data.

Retrieval is privacy preserving.  No customer data is in your training set!

 

•

•

•

Models don't learn to reason fully over the external data

You are still stuck with the context limit of models (~4k tokens)

Embeddings of queries and documents don't always match (but there are fixes…)

C O N S



Taking action
P R O B L E M  5
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Toolformer
WebGTP and RETRO are fixed chains… Can we 

broaden this to allows LLMs to decide what tools 

to use?

 

Yes!  It just requires smart prompting.

 

Toolformer and ReAct are two easy approaches.



Adding skills and tool use

P R O S

•

•

•

•

Very easy to extend LLMs to use external tools like APIs and native functions with clever prompting.

Tool use allows LLMs to act in the real world and automate external systems

Tool use is privacy preserving.  No customer data is in your training set!

Tool use and prompt chaining enables complex task completion via smaller, simpler tasks

 

•

•

•

•

Tool use and prompt chaining are more complicated than one API call.

Chained models sometimes go off track.   You'll likely need retries, etc.

Chaining together models and tools can be slow if you're not careful.

Giving LLMs tools opens the door to safety concerns!

C O N S



Let's recap…
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What can we do with all this power?

< / >



E M E R G I N G  C L A S S E S  O F  G E N E R A T I V E  A I  P R O D U C T S

Brand new categories of 
products, enabled by AI.

Productivity sidekicks that 
work with new or existing tools.

Fundamentally new workflows 
for existing categories.

Lots of nice-to-have AI features 
within existing products.

Category creatorsCopilots Category disruptersAI features



Let's build an awesome future!



Thank you!
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