
I’ve worked as an Experimentation Product 
Manager at some of the world’s biggest 
companies, both in and outside of 
technology.

● 2x Junior Olympian
● Co-produced a reality TV show
● Eppo Advisor!
● https://www.linkedin.com/in/chad-sanderson/ 

Chad Sanderson

https://www.linkedin.com/in/chad-sanderson/


Experimentation�@�Scale



Convoy

Founded in 2015

World’s first digital freight brokerage

$400M Series D 

~1000 employees

~50,000 active carriers per month

Experimentation is a core part of 
business - Founded by Amazon 
employees!

Conducted an evaluation of multiple 
3rd party experimentation tools in 2018



Existing Experimentation Platforms cater to a very specific type of customer: 
Extremely high-traffic websites using exclusively clickstream events.



How can we run A/B Tests? How can we measure important things?



Experimentation�Challenges
Use�Cases

Problem:

What�we�needed:

Convoy�wants�to�be�able�to�measure�
changes�inside�and�outside�the�product

The�ability�to�assign�various�entities�into�the�

experiment�and�analyze�impacts:

- Modifications�to�pricing�algorithm

- Randomizing�on�geographies

- Measuring�Ops�Efficiency�

Convoy�is�a�ML�
based�B2B�
Marketplace�with�
Small�customer�
volume�on�both�
sides.



Experimentation�Challenges
Use�Cases

Small�sample�size,�two-sided�B2B�
marketplace�(~50K�Carriers,�~1k�
shippers)

ML-centric.�Many�changes�to�pricing�
models�targeting�non-user�based�
entities�(Shipments)

Ops�Efficiency�is�a�major�improvement�
vector.�Requires�offline�analysis�and�
manual�intervention

Many�product�surfaces�(Office,�Bing,�
Teams,�Xbox,�Store)�with�huge�sample�
size

ML-centric�in�some�cases�(Bing)�Product�
in�others�(Xbox)�and�Marketing�in�others�
(Store).�Wide�variety�of�entity�types

Safety�was�a�core�priority!�
Experimentation�was�used�to�determine�
if�things�were�breaking

Small�sample�size�online,�massive�
sample�size�in�brick-and-mortar�
locations

No�Machine�Learning�at�all.�100%�
driven�by�marketing�use�cases:�
promotions,�upsells,�and�loyalty

The�main�focus�was�finding�the�most�
effective�selling�messaging�for�deals�
and�optimizing�in-store�behavior



Experimentation�Challenges
Metrics

Problem:

What�we�needed:

Convoy’s�primary�success�metrics�are�
financial�and�growth�based.

The�ability�to�create�metrics�based�on�

Data�Warehouse�queries:

- Margin

- Variable�Cost�per�Shipment

- Price�relative�to�the�market

Convoy�is�a�ML�
based�B2B�
Marketplace�with�
Small�customer�
volume�on�both�
sides.



Experimentation�Challenges
Metrics

Carrier�Experience:�Bid�Intents,�
Batching�Frequency,�On�Time�Pick�Up,�
On�Time�Delivery,�Total�Moving�
Minutes

Shipments:�Total�Margin,�Variable�
Cost�per�shipment,�Completed�
shipments,�Layover�time,�Detention�

Shipper�Experience:�Inbound�Emails,�
Shipper�Quotes,�Inbound�Calls,�
Escalations

Bing:�Ads�Clicked,�Result�Relevance,�
Ad�Revenue�Generated,�Search�Result�
Latency

Office:�Documents�Saved,�Documents�
Created,�Documented�Continued,�
Application�Crashes,�Edit�Frequency

Store:�Number�of�Web�Conversions,�
Website�Registration,�Purchase�Volume

Marketing:�App/Website�Accounts�
Created,�Revenue,�Purchase�
Frequency,�Loyalty�Sign-Up

In-Store:�Menu�Mix�per�Store,�
Revenue�by�Region,�Foot�traffic,�
Variable�cost�per�store



Experimentation�Challenges
Organization

Problem:

What�we�needed:

Product�Strategy�and�Career�Growth�depends�on�
experiment�outcomes,�which�necessitates�high�
trustworthiness.

Self-serve�experiment�deployment�and�

analysis�at�scale,�which�validated�methods�

for�all�product�and�non-product�teams.

- Product�Teams

- Ops�Organizations

- Marketing�and�Sales

Convoy�is�a�ML�
based�B2B�
Marketplace�with�
Small�customer�
volume�on�both�
sides.



Experimentation�Challenges
Organization

Convoy�has�an�extremely�high�
data-specialist�to�software�engineer�
ratio�due�to�the�analytical�complexity�
of�freight

Data�scientists�needed�the�tools�to�
move�quickly,�independently,�and�
uniformly�to�run�experiments

Quarterly�business�results�were�driven�
by�experimentation�outcomes.�This�
required�trustworthy�results

Microsoft�has�many�product�
organizations�at�different�stages�of�
science�maturity

A�central�experimentation�team�was�
required�to�educate,�onboard,�and�serve�
as�a�customer-success�division�for�less�
mature�organizations

Some�teams�wholly�adopted�
experimentation,�but�others�saw�it�as�a�
barrier�to�product�development

Experimentation�was�introduced�to�
Subway�as�a�marketing�strategy�and�
was�highly�leveraged�by�the�web/app�
teams

Had�almost�no�data�scientists�
working�in�product,�most�
concentrated�on�in-store�analytics

A�central�CRO�team�designed,�
developed,�and�analyzed�all�
experiments.



Product�Needs
An�Ideal�Stack



Product�Needs
An�Ideal�Stack



Product�Needs
What�Current�3rd�Party�Tools�Provide�(Clickstream�Events�&�User�Randomization)



Problem:

What�we�needed:

What�we�observed�was�only�the�tip�of�
the�‘use�case�iceberg.’�Existing�
platforms�would�not�satisfy�these�
requirements.

A�flexible�platform�that�let�us�

randomize�on�any�entity,�use�any�

query�as�a�metric,�and�perform�any�

analysis�we�wanted



The�Solution

Time�to�build�it!�(4�Engineers�x�Years�of�
features�and�hard�learnings)

What�we�needed:

A�flexible�platform�that�let�us�

randomize�on�any�entity,�use�any�

query�as�a�metric,�and�perform�any�

analysis�we�wanted



Structure your experimentation system around use cases and business needs. 

Don’t just follow the crowd! Limiting your use cases by selecting the wrong tool can 
severely impact the value and adoption of experimentation.



Run�Better�Experiments,�Faster



01

Chetan�Sharma
Chief�Executive�Officer

● 4th�data�scientist�at�
Airbnb

● Data�scientist�at�
Webflow,�Next�Trucking

● Consulted�at�many�
growth�stage�companies

Carlin�Eng
Head�of�Data�Engineering

● Sales�Engineer�at�Snowflake
● Head�of�Data�Engineering�

at�Strava
● Stanford�Alumnus�

(BA�Economics;�MS�
Statistics)

TEAM�
Leadership



Experimentation�used�to�be�only�at�mega�tech�companies

CompaniesTechnology

02 EXPERIMENTATION
Then�&�Now



Now,�companies�run�experiments�early�and�often

CompaniesTechnology

02 EXPERIMENTATION
Then�&�Now



02
EXPERIMENTATION
Why�Conduct�Experiments?

Products�you�
would�have�
launched

What�actually�
happened

��

��

��
☺

��
1/3�negatively�affected�metrics

1/3�didn’t�move�metrics

1/3�improved�metrics

Improvements�that�never�shipped



02
EXPERIMENTATION
Experimentation�Culture

Experiment�
culture�requires�
dedicated�
applications.



03
ARCHITECTURE
Building�Blocks�of�Experimentation

Randomization Metrics

Sufficient�Stats

Stat�Tests Diagnostics Investigations

Reporting

Every�
experimentation�
system�has�the�
same�architecture.



03
ARCHITECTURE
Randomization�/�Assignments

Randomization Metrics

Sufficient�Stats

Stat�Tests Diagnostics Investigations

Reporting



03
ARCHITECTURE
Randomization�/�Assignments

Pro�Tip�#1:�

Use�md5()�hashes�
for�assignment

Server

getExperiments()

User getVariant�(user,�context)
md5�(user,�experiment)

A B
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03
ARCHITECTURE
Metrics

Randomization Metrics

Sufficient�Stats

Stat�Tests Diagnostics Investigations

Reporting



03
ARCHITECTURE
Metrics

Use�metrics�that�
matter!

The�biggest�gap�
between�Airbnb�/�
Netflix/et�al.�and�
commercial�tools�is�how�
easily�you�can�use�
business�metrics.

Business�Metrics

● Revenue,�Activation,�Purchases

● What�the�CFO�reads

● From�databases,�Stripe,�

multiple�POS

Shallow�Metrics

● Signups,�“conversions”

● “Directionally�accurate”

● From�event�streams



03
ARCHITECTURE
Metrics

It’s�common�to�
inflect�one�part�of�
the�funnel,�move�
another�down

Search�to�Book -0.31% 0.37

Search�to�Contact -1.29% 0.04

Contact�to�Book 0.99% 0.06

Contact�to�Accept 1.58% 0.00

Accept�to�Book -0.58% 0.11

Metric 𝚫 p

CONTACTSEARCH ACCEPT BOOK



03
ARCHITECTURE
Sufficient�Statistics

Sufficient�Statistics

Aka�the�data�
aggregations�that�
feed�into�the�stats

Randomization Metrics

Sufficient�Stats

Stat�Tests Diagnostics Investigations

Reporting



03
ARCHITECTURE
Sufficient�Statistics

Experiment�
Data�Pipelines:�
One�big�JOIN�and�
some�GROUP�BYs

Facts�in�the�
Experiment�

dimensions

assignments facts

experiment-subject

experiment



03
ARCHITECTURE
Statistical�Tests

Randomization Metrics

Sufficient�Stats

Stat�Tests Diagnostics Investigations

Reporting



03
ARCHITECTURE
Statistical�Tests

Just�run�a�t-�test,�
......right?�

σ₁₂

statistics

μ₁-�μ₂

,

^ ^



03
ARCHITECTURE
Statistical�Tests

Simple�statistical�
tests�stress�the�
organization.

🚫��Not�look�at�the�results�until�it’s�done

👪��Not�test�multiple�variants�without�a�
statistical�correction

⚡��Not�have�outliers�/�power�laws

➕��Only�use�sum(),�count()

➗��Not�use�ratios,�time_to()

When�using�t-tests,�you�need�to:



03
ARCHITECTURE
Statistical�Tests

Sequential�
testing�
prevents�
people�
from�
cheating



03
ARCHITECTURE
Statistical�Tests

Goal:

Insight:

Improve�#�happy�meals�purchased

We�can�predict�whether�someone�will�

purchase�a�happy�meal

...are�they�a�family?

...have�they�purchased�a�happy�

meal�recently?

CUPED�
speeds�up�
experiments



03
ARCHITECTURE
Statistical�Tests

CUPED�is�just�
OLS,�controlling�
for�prior�history

Y�=�#�of�happy�meals�in�experiment�window

Beta1�=�#�of�children�in�group

Beta2�=�#�of�happy�meals�in�60�days�prior�to�

experiment

...

BetaN�=�Indicator�for�treatment�group



03
ARCHITECTURE
Diagnostics

Randomization Metrics

Sufficient�Stats

Stat�Tests Diagnostics Investigations

Reporting



03
ARCHITECTURE
Diagnostics

The�first�
principle�of
experimentation:

TRUST



03
ARCHITECTURE
Diagnostics

Make�sure�you�
have�balanced�
groups!

These�issues�are�
usually�due�to:
● Latency�of�

experiment�delivery
● Bad�implementation

Solution: Sample�ratio�mismatch�test�(SRM)



03
ARCHITECTURE
Diagnostics

Watch�for�
outliers!

Solutions:

● Winsorization:�cap�values�at�99th�percentile

● CUPED



03
ARCHITECTURE
Diagnostics

Bad�data�
becomes�
invisible



03
ARCHITECTURE
Investigations

Randomization Metrics

Sufficient�Stats

Stat�Tests Diagnostics Investigations

Reporting



03
ARCHITECTURE
Investigations

Investigations�
help�you�learn

—�Elena�Verna�
Reforge�EIR,�previous�SVP�
Growth�@�Survey�Monkey

“First�you�must�learn�to�test.�
Then�you�learn�to�learn.�
Then�you�learn�to�win”�



03
ARCHITECTURE
Investigations

Some�users�
might�particularly�
hate�your�
experiment

All -0.27% 0.29

Chrome 2.07% 0.01

Firefox 2.81% 0.00

IE -3.66% 0.00

Safari 0.86% 0.26

Rest -0.74% 0.33

Browser 𝚫 p



03
ARCHITECTURE
Investigations

Make�slice-dice�
investigations�easy

Experiment�facts

dimensions

assignments facts

experiment�-�
subject

experiment



03
ARCHITECTURE
Reporting

Randomization Metrics

Sufficient�Stats

Stat�Tests Diagnostics Investigations

Reporting



03
ARCHITECTURE
Reporting

Bad�reporting�
will�undo�all�of�
your�math,�
engineering



03
ARCHITECTURE
Reporting

Good�reporting�
assumes�no�
statistics,�
infrastructure�
knowledge

● Don’t�try�to�teach�p-values,�stat�tests
● Don’t�list�100�numbers�without�guidance
● Be�opinionated,�consistent�with�choice�of�

numbers



04
A/B�Testing�Flywheel
Crawl,�Walk,�Run,�Fly�Progression

Running�more�A/B�tests�to�

support�more�decisions

Lowering�human�

cost�of�A/B�testing

Measuring�value�to�

decision�making

Investing�in�A/B�

testing�infrastructure

and�data�quality

Increasing�interest�in�

A/B�testing

The�A/B�

Testing

Flywheel

1

2

3

4

5



We’d�love�to�hear�
from�you!
Reach�out�to�see�how�Eppo�can�help�grow�
experimentation�culture�in�your�company.�

EMAIL�ADDRESS TWITTERWEBSITE

www.geteppo.com che@geteppo.com @chesharma87
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Beyond Linearity
Building reactive notebooks for data

Caitlin Colgrove, CTO @ Hex



Poll: how do code notebooks make you feel?

53

A. I use notebooks for everything! Analysis, text editing, email… all 

notebooks!

B. They’re useful sometimes but they have their drawbacks.

C. I will literally quit my job if they make me use a notebook.

D. You mean, like… to write in?



Historical background: literate programming

54

In 1984, Donald Knuth introduced the 

concept of "literate programming", a 

way of developing that mixes code, 

explanation, and outputs together in a 

way that's meant to be more 

interpretable by humans.



Fast forward to 2022

55

Notebooks are the most 

widely-used example of literate 

programming in practice.



Why notebooks?

56

● Mix code and outputs together

● Great for iterating on smaller chunks of code; well-suited to exploration

● Linear, narrative layout that is great for storytelling



But notebooks have… issues

57



58

The State Problem

a = 1

a = 2

print(a)

What does this print?



imperative programming
a programming paradigm that uses statements that change a 
program's state.

59



Notebook state causes 3 major problems

60

1. Interpretability

It’s hard to reason about what’s happening in a notebook, especially 

someone else’s.

2. Reproducibility

Out of order cells make it hard to reproduce work without frequent 

restart-and-run-alls.

3. Performance

Re-runs are wasteful and time-consuming… especially in Hex :(



Another barrier to entry

61

This is exactly the kind of 

thing that scares people 

off from analytics and data 

science, and gives code a 

bad name.



The state of state

62



63



Re-thinking state

64



reactive programming
a programming paradigm oriented around data flows and the 
propagation of change.

65

In practice, this means that reactive objects maintain references 
to their dependencies and update automatically when their 
dependencies change.



Why reactive programming?

66

- State consistency

- Performance

- Nice abstractions for async and concurrent data flows



67

Imperative Reactive

>> a = 4
>> b = 10
>> c = a + b
>> c
14
>> a = 25
>> c
14

>> a = 4
>> b = 10
>> c = a + b
>> c
14
>> a = 25
>> c
35



68

Everyone’s favorite reactive programming tool



DAGs!

69

a DAG in dbt



Bringing reactivity and DAGs to notebooks

70

We introduced a fully-reactive, 

DAG-based execution model in 

Hex 2.0, which solves for all 3 

problems we discussed earlier:

- Interpretability

- Reproducibility

- Performance



Demo

71



72

https://docs.google.com/file/d/1gulYbLq2Z1fCC-4RPhmO9D7CPL8MSm-S/preview


Under the hood: building 
the DAGs

73

Graphs have Nodes and Edges:

- Nodes = Cells

- In edges: Variable references

- Out edges: Variable assignments

How do we determine relationships?



74

Module

body

Assign

value

Assign

Constant

value=1

BinOp

left

Name

id=a

Add
Name
id=b

op
right

targets
Assign

value

Constant

value=1

Name

id=a

targets

Name

id=c

value
targets

Name
id=c

Abstract Syntax Trees

a = 1
b = 2
c = a + b



Issues with this approach

75

It’s not actually a DAG!

a = 1
b = a + 1

b = 1
a = b + 1

a = 1 a = 2

print(a)

The ordering is non-deterministic



Solution: use notebook ordering

76

a = 1
b = a + 1

a = 1
b = a + 1

a = 1

a = 2

print(a)



Pulling it all together: 
bringing DAGs into Hex 

notebooks

77



Determining “staleness”

78

In order to know which cells to recompute, we track a condition called 

staleness.

A cell is stale if:

- It hasn’t been run yet this kernel session

- An upstream cell has been edited and it hasn’t been re-run

- An upstream cell has been run and it hasn’t been re-run

- An upstream cell has become stale



Implementing Reactivity with iPython

79

On each edit:

- Run each cell through an AST parser to compute inputs and outputs

- Re-compute the cell DAG

- Traverse graph upstream and downstream to determine list of cells 

needed to be run

- Upstream, filter out cells that are already “up to date”

- Downstream, mark as “stale”

- Queue all remaining stale cells in notebook order into the kernel

- Mark cell as “up to date” after successful run



DAG usability cleanup

80



Future exploration

81



Future exploration

82

- Lambdas / better isolation

- Cell caching

- Performance & parallelism
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Adam Storr
Design Lead

Melissa Carlson
Engineering Lead

Glen Takahashi
Chief Architect
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Interested?
Director, Platform Engineering

Backend Engineer
Cloud Engineer

Platform PM
Engineering Lead
… and many more

hex.tech/jobs



Questions?

85



The Return of the 
OLAP Cube

Benn Stancil
Chief analytics officer | Mode





benn.substack.com











Reviews Hail Robert Pattinson 
Reboot as ‘Best Bat-Movie Yet’



THE R
ETURN

 OF O
LAP 

CUBES
 IS E

XCITI
NG.









The Batman is a Lifeless Reboot

















How much money 
did we make in 
California?



How much money 
did we make in 
Ohio?



How much money 
did we make in 
Ohio in January?









200,000,000
transactions a year



How much money 
did we make in 
California?

How much money 
did we make in 
Ohio in January?

How much money 
did we make in 
Ohio?









dimensions



dimensions measures











Raw data



Raw data OLAP cube

Pre-aggregate data an OLAP cube



Raw data OLAP cube Reporting

Aggregated again to create a report



Raw data OLAP cube Reporting

The cube does the computation



Raw data OLAP cube Reporting

People can ask lots of questions quickly



The metrics in the cube are calculated consistently

Raw data OLAP cube Reporting



Everything has to be pre-computed

Raw data OLAP cube Reporting









In 1999…



4,597
sets

In 1999…



504,597
sets

In 1999…

states

X



504,597 52
sets weeks

X

In 1999…

states

X



11,952,200

In 1999…

combinations





People can answer questions quickly



People can answer questions quickly

Metrics are computed consistently



People can answer questions quickly

Metrics are computed consistently

Everything has to be pre-computed



People can answer questions quickly

Metrics are computed consistently

Everything has to be pre-computed

OLAP cubes are unintuitive to use





How many bricks did we sell?!?



What is our revenue?!?



What is our revenue…

by week?!?



What is our revenue…

by week…

by set theme?!?



What is our revenue…

by week…

by set theme…

in Europe?!?



Get me a 
metric!!



Revenue

Salesforce 
opportunity

Stripe logs

Tax adjustment

CSV from Janice 
in Accounting

Return policy

Date sales are 
recognized



Get me a list of stores!



Get me a list of stores!

With details on their 
location and hours!



Get me a list of stores!

With details on their 
location and hours!

And data about sales 
and operating costs!



Get me 
a list of 
entities!!























OLAP cubes are hard to understand

Raw data OLAP cube Reporting









11,952,200

Today…

combinations





200,000,000

Today…

transactions





We don’t need to precompute this anymore

Raw data OLAP cube Reporting



Raw data OLAP cube Reporting



Raw data OLAP cube Reporting
On-the-fly 

queries, directly 
against the 
database



More like
NOLAP cube, amirite?







Raw data



Raw data Data model

Configure relationships and metrics



The model creates a UI that shows 
people what data they can use

Raw data Data model Reporting



The model transforms 
requests into SQL queries

Raw data Data model Reporting



Raw data Data model Reporting

The query runs against raw data



Raw data Data model Reporting

And results get returned



Raw data Data model Reporting



Raw data OLAP cube? Reporting









Raw data OLAP cube? Reporting









Raw data OLAP cube? Reporting









Raw data OLAP cube? Reporting



You ship your 
org chart.



dimensions measures













THE R
ETURN
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Raw data OLAP cube Reporting



Raw data OLAP cube Reporting



Raw data OLAP cube Reporting



Get me 
a list of 
entities!!



Get me a 
metric!!



Raw data OLAP cube Datasets for 
exploration



Raw data OLAP cube Datasets for 
exploration

Metrics for 
reporting





Backup





data pulls



benn.substack.com





Exploration



Exploration Reporting







Get me a list of stores!



Get me a list of stores!

With details on their 
location and hours!



Get me a list of stores!

With details on their 
location and hours!

And data about sales 
and operating costs!



Get me a list of stores!

With details on their 
location and hours!

And data about sales 
and operating costs!

Entity



Get me a list of stores!

With details on their 
location and hours!

And data about sales 
and operating costs!

Entity

Dimensions



Get me a list of stores!

With details on their 
location and hours!

And data about sales 
and operating costs!

Entity

Dimensions

Metrics



Get me a list of stores!

With details on their 
location and hours!

And data about sales 
and operating costs!

Entity

Dimensions

Metrics

Entity Dimensions Metrics



Get me a 
dataset!!



Exploration Reporting





How many bricks did we sell?!?



What is our revenue?!?



What is our revenue…

by week?!?



What is our revenue…

by week…

by set theme?!?



What is our revenue…

by week…

by set theme…

in Europe?!?



What is our revenue…

by week…

by set theme…

in Europe?!?

Metric



What is our revenue…

by week…

by set theme…

in Europe?!?

Metric

Time grain



What is our revenue…

by week…

by set theme…

in Europe?!?

Metric

Time grain

Groupings



What is our revenue…

by week…

by set theme…

in Europe?!?

Metric

Time grain

Groupings

Filters



Metric

What is our revenue…

by week…

by set theme…

in Europe?!?

Metric

Time grain

Groupings

Filters

Time grain Groupings
Filters



Revenue

Salesforce 
opportunity

Stripe logs

Tax adjustment

CSV from Janice 
in Accounting

Return policy

Date sales are 
recognized



Get me a 
metric!!





Exploration Reporting

Datasets Metrics

f(x)

Neither? Both?

OLAP Cube













Simple OLAP
What is this?



It’s transactions, 
but not really



And it’s metrics, 
but sorta weirdly 
decomposed, 
where you still 
have to add it up



And that makes 
them kinda hard 
to use, because it 
doesn’t fit the 
vocabulary







Exploration

Datasets



Exploration Reporting

Datasets Metrics



Exploration Reporting

Datasets Metrics

f(x)



Exploration Reporting

Datasets Metrics

f(x)



Exploration Reporting

Datasets Metrics

f(x)







Adapting to the evolving nature 
of data through governance

Julie Hollek 



Summary

Data Products & Data Science

Consumer and Regulatory Concerns

Case Study: Revenue Data Access Initiative



Background + Acknowledgements

Senior DS + ML manager at Mozilla

● Metrics, Revenue, ML/Data Products, Subscription Services
● Previously: internet health, ad tech

Thank you to the Mozilla Revenue Data Group and Xuan Luo, Arkadiusz Komarzewski

We’re hiring!

careers.mozilla.org



Product Thinking and Data

Data Product

“A product that facilitates an end goal through the use of data”
DJ Patil, Data Jujitsu: The Art of Turning Data into Product

Data as a Product

“…data teams must apply product thinking […] to the datasets that they provide; 
considering their data assets as their products and the rest of the organization’s 
data scientists, ML and data engineers as their customers.” 

Zhamak Dehghani, How to Move Beyond a Monolithic Data Lake to a 
Distributed Data Mesh



Data Products in the Wild



Data Science



Data Science



Beyond the Venn Diagram

● Data Engineers
● Analytics Engineers
● Data Analysts
● Machine Learning Engineers

Emilie Schario - Down with “Data Science” 

https://www.crowdcast.io/e/xh130x6o/24


Analytics

Insight as output

● Play the objective voice of your customers
● Metrics + measurements frame how your company views its health
● Looks like

○ Opportunity Sizing/Prototyping 
○ Experimentation
○ Impact Analyses



What is the 
secret of 
Soylent Green 
analytics?

(data) 





The General Data Privacy Regulation or GDPR is part of the privacy and human 
rights laws of the EU that set the standards of how companies collect, handle, and 
protect personal data for EU citizens.

● Users can know how their data are used, what data companies have about 
them, correct mistakes in the data, have their data deleted, and opt out 

● Companies must pay fines for non-compliance such as data breaches or lack 
of user consent

This is the first of many regulatory standards worldwide. The California Consumer 
Privacy Act is another that is US-based.



Data governance is the set of roles, policies, processes, and technologies 

that empower an organization to consistently and appropriately handle its data. 

Why is this important? It ensures compliance, security, privacy, quality, availability, 
and usability. It ultimately provides the foundation for an organization’s data 
strategy.



Case Study: Revenue Data 
Access Initiative

How do we leverage sensitive data for 
insight and understanding?



Revenue Data Threat Model

What are we making?

What threats are we concerned about?

What can we do to mitigate these 
threats?

Do these mitigations work?

Revenue data are
● important to analyze because they will allow us to 

make better choices about our business 
● sensitive because they contain confidential 

information that present risk to the business
○ Do not contain personal information

● in need of system designed to 
○ grant access to only those who need access 

to it for processing, evaluation, or 
decision-making purposes 

○ restrict access from the rest of the companyAdapted from Toreon threat modeling materials

https://www.toreon.com/


Monica Rogati’s Hierarchy of Needs



Revenue Data

● PDFs and Spreadsheets and APIs, oh my!
● Sometimes hand-curated, from non-Mozillians, mostly maintained by hand by 

non-technologists
● sensitive
● All-or-nothing access, but difficult to use
● safeguarded by the CFO herself



Revenue Data Science @ Mozilla 

Revenue Forecasting

Product Data Science for our monetizable surface areas

Data Help for Finance and Business Operations Analysts

● Methods
● Data



Given that this is what they do, what do Rev DS look like?

Data Scientist

● Tend to have advanced degrees 
(Ph.D, MS) in a STEM field 

● Advanced skills in SQL and scripting 
language (usually Python or R)

Finance/Business Analyst

● Subject matter expert
● Simple SQL skills, proficient in Excel
● Straightforward domain-relevant 

modeling

        




Revenue Data Access Initiative

Framework

Policy

Process

Technical Infrastructure

Differential Access Implementation

Data Pipeline Migration & Improvements

Empowerment

Visualization Layer



Policy

Principles-first approach to understand who should get access to sensitive data

Spell out why you need these particular principles

Categories of Data

Framework Technical Empowerment

1 Data that are sensitive but extremely difficult or impossible to calculate sensitive quantities 

2 Data that allow someone to back-calculate sensitive quantities

3 Highly sensitive, restricted, and rarely shared data that must be kept confidential



Policy

Principles-first approach to understand who should get access to sensitive data

Role-based Access

● Permanent - you have a job at the company that requires you to deal with 
these data regularly

● Project - you’re working on a project that requires these data but this is due to 
the project and not your position

Framework Technical Empowerment



Policy

Principles-first approach to understand who should get access to sensitive data

Compliance

People with access to these data must take a test to demonstrate that they have 
read and understood the sensitive information training and sign an 
acknowledgement that they will comply 

Framework Technical Empowerment



Practical, standardized workflow to apply our policy

Request and Evaluation Flow

Process

Framework Technical Empowerment

🤔
🤔
🤔
🤔

D
at

a 
st
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ar

ds



Process

Practical, standardized workflow to apply our policy

Auditing

● Quarterly audits on permanent access
○ Requires manager and access steward approval

● Extension evaluation for temporary access if needed for project
○ Request is evaluated by access stewards

Framework Technical Empowerment



Technical Infrastructure

Differential Access Implementation
give access to those who need it and restrict access from those who don’t 
● Leverages BigQuery’s authorized views to create differential access based on 

revenue access policy specifications

Data Pipeline Migration & Improvement
contain all of the revenue data in one place to make easier access configuration, 
more robust datasets, SRE support
● Syndication of data, new ETL, new connectors that standardize and stabilize 

pipelines

Framework Technical Empowerment



Visualization Layer

Framework Technical Empowerment



Monica Rogati’s Hierarchy of Needs



How does this tie back to data privacy? 

Domain Revenue Data Personal Data

Framework Policy based on business risk Policy based on user privacy 

Technical 
Infrastructure

Differential access, data 
warehouse

Differential access, data 
warehouse

Empowerment Insights Insights, user-facing data product 



The Next Generation of Business Intelligence



● 20+ years swimming in data @ 

● Started Apache Airflow at Airbnb in 2014

● Started Apache Superset at Airbnb in 2015

● Started Preset - The Apache Superset company in 2019
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Agenda
● The [accelerated] story of BI
● Enabling analytics everywhere
● Delamination of stack
● Latency over freshness
● Open Source FTW
● Data models
● Still to come
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“Business Intelligence” - defined

Business intelligence (BI) comprises the strategies and technologies used by enterprises 
for the data analysis and management of business information.[1] Common functions of 
business intelligence technologies include reporting, online analytical processing, 
analytics, dashboard development, data mining, process mining, complex event 
processing, business performance management, benchmarking, text mining, predictive 
analytics, and prescriptive analytics.

https://en.wikipedia.org/wiki/Data_analysis
https://en.wikipedia.org/wiki/Information
https://en.wikipedia.org/wiki/Business_intelligence#cite_note-1
https://en.wikipedia.org/wiki/Business_reporting
https://en.wikipedia.org/wiki/Online_analytical_processing
https://en.wikipedia.org/wiki/Analytics
https://en.wikipedia.org/wiki/Dashboard_(business)
https://en.wikipedia.org/wiki/Data_mining
https://en.wikipedia.org/wiki/Process_mining
https://en.wikipedia.org/wiki/Complex_event_processing
https://en.wikipedia.org/wiki/Complex_event_processing
https://en.wikipedia.org/wiki/Business_performance_management
https://en.wikipedia.org/wiki/Benchmarking
https://en.wikipedia.org/wiki/Text_mining
https://en.wikipedia.org/wiki/Predictive_Analysis
https://en.wikipedia.org/wiki/Predictive_Analysis
https://en.wikipedia.org/wiki/Prescriptive_analytics
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A brief history of BI…
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So you thought BI was old…

In 1865, Richard Millar Devens presented the phrase “Business 
Intelligence” (BI) in the Cyclopædia of Commercial and Business 
Anecdotes. He was using it to describe how Sir Henry Furnese, a 
banker, profited from information by gathering and acting on it before 
his competition. 

More recently, in 1958, an article was written by an IBM 
computer scientist named Hans Peter Luhn, describing the 
potential of gathering Business Intelligence (BI) through the use of 
technology. 
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The contemporary timeline

● 70s - IBM and Siebel enter the market

● 80s - emergence of the data warehouse

● 90s - early vendors appear - highly specialized tooling

● 2000s - self-service and large all-in-one platforms

● 2010s - big data + data goes mainstream

○ explosion of more specialized tools 

○ democratization of data

● 2020s!?!?!?!!



302

Some statements about BI / analytics…

● BI tooling tries to be a solution for EVERY type of data, every persona and 
every workflow. Buyers have been trained to buy a single solution that 
SOLVES IT ALL. This is not realistic.

● Yet most companies have multiple BI tools
● BI is the original 20+Y before no-code “NO-CODE” solution!(?)
● BI depends on “the analytics process” and is the last link in an extremely 

complex and brittle chain
● Yet. People think data should be easy, or that the right tool can make it easy. 

No.
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Failed promises

● Solving data for all
● Self-service - making it simple enough for the masses
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Analytics Everywhere!
Free analytics from the experts and their 
specialized tooling!

● In-context analytics > foreign dashboards
● The rise of data literacy = users asking for 

interactive visualizations
● Every app/SaaS to become a “data app”
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[head optional]
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Delamination of the stack



Gartner’s BI
Magic Quadrant

2021
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AI Monitoring & Explainability: 
The Critical Hidden Connection 

Anupam Datta

Co-Founder, President, Chief Scientist

TruEra



Confidential. Do not distribute. |

What people think ML Monitoring is like… 

Everything’s 
cool, right?

Just another 
day at the 

office.

and what itʼs actually like.
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A lot can go wrong.

Data Bugs Unforeseen 
Changes

New, untrained 
use cases

??!!

Shifting concepts & 
behavior

Adversarial attacks

Ok
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The moment you put a model in 
production, it goes on a wild ride.

The harsh reality of ML.

So monitoring is key.
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Monitoring is not that easy today.
Data Science and ML Ops teams struggle to minimize ML risk.
Thereʼs a wild goose chase going on.

316  

Teams struggle with: 

● Visibility and observability

● Diagnosis and 
actionability

● Complex environments 
and workflow 
(diverse models, diverse 
stakeholders)How can I make 

monitoring work easily 
in my environment?

What is the problem’s 
root cause?

How can I debug 
quickly?

How do I identify 
real problems 

with the model?

How can I better 
understand

 how my models are 
working?
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Monitoring Requirements
Fast, precise, and complete. 

Broad coverage of model & 
data quality metrics

Fast, precise debugging Easy to deploy and scale

317  

AI Monitoring & Explainability: 
The Critical Hidden Connection 
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Focus Today: Monitoring Requirements
Fast, precise, and complete. 

Model Drift & Performance 
Metrics 

Fast, precise debugging with 
root cause analysis

Easy to deploy and scale

318  

AI Monitoring & Explainability: 
The Critical Hidden Connection 
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● Overview
○ Why does drift happen?
○ What are different kinds of drift?
○ What is consequential drift?

● How to identify drift?
○ Measures
○ Challenges

● How to mitigate drift?
● Monitoring 

Outline
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Overview of Drift
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Overview of Drift

Bikes used to look like this … now they look like this

Will an ML model trained on images 
like the left continue to work well?
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This is similar to what happened to models with Covid.

Example: risk scoring model. Lower model score shows lower risk.

Overview of Drift

Will an ML model trained on 
pre-pandemic data continue to work 
well?
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The External World Has Changed

Examples:

● The pandemic
● Housing market fluctuations

Overview:
Why does drift happen?

Model Applied to a New Context

Example:

● Model trained on Wikipedia 
applied to news articles

data 
collection deployment

data model

Collected Training Data Is Different

Example:

● For credit decisions, labels 
are only available for 
approved applicants

● Impact of your models on the 
data

NaN

Data quality issues

Examples:

● Broken feature pipelines
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1. Data drift
a. Covariate shift -- drift in input features
b. Concept drift -- drift in relationship 

between input and target
2. Model decay -- performance loss due to 

data drift
3. "Prediction shift" -- drift in model 

predictions

Overview: What are the Different Kinds of Drift?

Data

Target

Prediction



Overview: Which Drifts are Consequential and Why?
Sept
Nov

OR

Modelʼs View

High-dimensional data always drifts
(curse of dimensionality)

Modelʼs View

… but not necessarily in 
ways that affect the model
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How to identify drift?
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● Measure model performance in 
deployment

● Compare distributions of
○ Ground Truth
○ Single input features
○ Prediction
○ Full data sets

Standard Approaches To Measuring Drift

Data

Target

Prediction
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Challenges with Standard Approaches

● Measure model performance in 
deployment

● Compare distributions of
○ Ground Truth
○ Single input features
○ Prediction
○ Full data sets

Donʼt have ground truth in many 
cases.

Does a 5% shift in feature 28 
matter?

Why is the prediction shifting?

Curse of  dimensionality
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How to mitigate drift?
example scenarios
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Key Takeaway: How to mitigate drift? 

Blind model retraining is often not the best 
answer to counter drift.
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How to mitigate drift?

Step 1: Understand root causes of drift:

Where is it happening?
When is it happening?
How much is there?
What is causing it?

Monitoring & Explainability – The Critical Hidden Connection! 
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How to mitigate drift?

Step 2: Understanding the root cause of 
drift leads to targeted ways to address drift 
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● Identify and address cause (of prediction drift).
○ Remove a feature without retraining (i.e. replace with mean/mode).
○ Remove a feature and retrain with existing data.

How to mitigate drift?
Is the drift caused by an unstable feature?

drift in input features drift in model output
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● Explainability technology under the hood
○ Feature importances based on Shapley Values, gradients & more 

How to mitigate drift?
Is the drift caused by an unstable feature?

drift in input features drift in model output

Topic for 
Q & A
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● Concept drift --> Covariate drift with feature engineering
○ Add features to learn periodic change over time.
○ Add indicators of effects of unexpected events ("is-covid" vs "unemployment-rate")
○ Might not need labeling additional data.

How to mitigate drift?
Is the drift periodic or learnable?



Confidential. Do not distribute. |

● Drift period may be too insignificant for a 
retrained model to pick up on it.

● Options:
○ Upweight recent data.
○ Fine tune model with recent data.
○ Identify new features that can help generalize 

to newer data
■ Example: newer data might be 

characterized by lower interest rates 
which might not have been predictive 
before

How to mitigate drift?
Is the drift sudden relative to training period?

10 years of training data

th
e 

pr
ob

le
m
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● Concept drift --> Covariate drift with feature engineering
○ Add features to learn periodic change over time.
○ Add indicators of effects of unexpected events ("is-covid" vs "unemployment-rate")
○ Might not need labeling additional data.

What can we do about drift?
Is the drift periodic or learnable?
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● No action may be needed.
○ It might be the case that the model has shifted in a way that is still reasonable.
○ Also needs understanding the root cause of drift.

How to mitigate drift?
Is the drift significant enough? Is it affecting model outputs? Is it affecting performance? 
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ML Monitoring involves computing drift on data or metrics over time

● Track drift  over time
○ Basics: Feature Data, Predictions

■ If available: Ground truth, Accuracy 
■ Consequences: Influences, MSI, etc 

● Set alerts if drift above specific threshold
● Run automated root cause analysis
● Mitigate 

ML Monitoring
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● Overview
○ Data drift can happen due to a variety of internal and 

external causes.
○ Not all drift impacts the model
○ Important to identify consequential drift

● How to identify drift?
○ Different classes of metrics to capture different types of 

drift: features, ground truth, model output, 
relationships

○ How to use TruEra to identify root causes of drift

● How to mitigate drift?
○ Not just retrain: Important to understand type and root 

cause of drift in order to mitigate
○ Retraining, adding features, feature engineering, fixing 

data quality, and more

Takeaways
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Focus Today: Monitoring Requirements
Fast, precise, and complete. 

Model Drift & Performance 
Metrics 

Fast, precise debugging with 
root cause analysis

Easy to deploy and scale

341  

AI Monitoring & Explainability: 
The Critical Hidden Connection 
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Monitoring Requirements
Fast, precise, and complete. 

Broad coverage of model & 
data quality metrics

Fast, precise debugging Easy to deploy and scale

342  

AI Monitoring & Explainability: 
The Critical Hidden Connection 



Thank you!

Q&A Time
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Appendix: Explainability Methods



Input Feature Importance for a Tree Model
SIGKDD 2021 



QUERY
DEFINITION1

OUTPUT
COMPARISON2

SUMMARIZATION3

665 620
670

723 621
551

Causal testing with 
comparison groups 

Of 665, 133 is accounted for by DTI, -45 by income, etc.

Elements of Explanation Methods

Why does the model:
• have a score of 665 for Jane
• have disparate impact
• deny Jane

(Aumann) Shapley accurate estimation



Integrated Gradient  

Shapley Value Aumann Shapley
continues 
features

Integrated Gradient
differentiable
output

[Sundararajan et al. 
ICML 2017]

Integrated Gradient is the only path method 
that satisfies 
• Symmetry
• Dummy
• Efficiency(Completeness) 
• Additivity

SIGKDD 2021 



What Makes Orlando Bloom Orlando Bloom?

Internal explanation for a deep network 

Influence-Directed 
Explanations 
Leino, Sen, Fredrikson, Datta, Li, ITC ‘18

SIGKDD 2021 



Detecting Diabetic Retinopathy Stage 5 

Lesions

Optical Disk

Influence-Directed 
Explanations 
Leino, Sen, Fredrikson, Datta, Li 2018

SIGKDD 2021 



Requirements for “Good” Explanations

Causal

Identify features that are 
causing model 

predictions

Succinct

A “few” features explain 
model predictions

Distributional 
Faithfulness

Model is fed “familiar” 
inputs

Influence-Directed 
Explanations 
Leino, Sen, Fredrikson, Datta, Li, ITC ‘18

SIGKDD 2021 

     



Influence = average gradient over distribution of interest

     

Distributional Influence

 zj

Gradient

Weighted by probability
of input x

For input x
[note z = h(x)]

 

 

Influence-Directed 
Explanations 
Leino, Sen, Fredrikson, Datta, Li, ITC ‘18

SIGKDD 2021 



Observability at the long tail: 
Why sampling production data 

doesn’t work for rare events

Bernease Herman
Data Scientist, WhyLabs

Data Council Austin
March 23, 2022 in Austin, Texas
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On a mission to build the interface between 
human operators and AI applications
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       bit.ly/whylogs: 
Telemetry for the ML stack
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Production ML data is often voluminous, dynamic, 
and increasingly in the form of streaming data

Complexities of (1) scale and (2) streaming data



San Fran.

Many practitioners try simple sampling techniques;
others slice data into segments based on time and 
other characteristics before conducting analysis

356

Seattle

Austin



Comparing static windowing, sampling, and profiling

Median and quantile calculation include the following popular approaches:

Static metrics on subsets of data

Predetermine important metrics and store only that information

Random sampling

Store a random sample of the data for further analysis

Data profiling for streaming data

Advanced data structures and algorithms for summarizing data and error
357



Capturing simple pre-selected metrics for ML data…

Static metrics approach

Pros:
Fast access to key metrics
Low storage size
Actual metrics on single batch

Cons:
Requires metric pre-selection
Non-mergeable

358

metrics: {
mean: 8.0,
standard_deviation: 1.24,
quantile_0.25: 5.2,
...,
accuracy: 0.89,
precision: 0.75,
recall: 0.92,

}



… isn’t enough for root causing production systems! 

Using simple pre-selected metrics alone, 
you can not answer the following:

Est. value of new metric x on prior data?

Est, overlap of data with set {a, b, c}?

Relative rank of value x on last year’s data?

Distribution drift between two datasets?

Error bounds of estimates over the last 
month of data?

…and many more.
359
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Data mergeability is critical for observing the long 
tail and rare events



Randomly sampling ML data has issues as well.

Random sampling

Pros:
Same format as original data
High flexibility
Batch or streaming data
Mergeable

Cons:
Poor estimates on tail/outliers
Poor precision (based on %)
High storage size

361

Sampled rows: 495K   Total rows: 198MM

0 Transaction ID,Customer ID,Quantity,Item Price,
  Total Tax,Total Amount,Store Type,Product
  Category,Product Subcategory,Gender,City Code,
  Age at Transaction Date,Transaction Type,
  Transaction Week,Transaction Batch
1 T24951240379,C267987,12,19.1,24.066000000000003,
  1306.85256,e-Shop,Electronics,Personal
  Appliances,M,9.0,24.0,Purchase,0,2
2 T54251889351,C267740,-3,54.2,17.073,-927.11268
  00000001,MBR,Books,Non-Fiction,M,2.0,36.0,Cancel
  lation,0,2
...



What is data profiling?

Data profiling is the act of reviewing and analyzing datasets to understand 
their structure and information. Data profiles can include the following:

● Collection of descriptive statistics
● Identify different data structures, types, and patterns
● Employ keywords, categorize datasets, and create descriptions
● Conduct data quality examinations
● … and more.

Source: Hanh Truong, “What is Data Profiling?”



Data profiling can include static metrics, but can also 
contain many more advanced tools needed for analysis
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Feature name count max min stddev … quantile_0.995

chlorides 1199.0 0.611 0.012 0.044 … 0.611

quality 1199 8.000 3.000 0.785 … 8.000

alcohol 1199 14.900 8.400 1.060 … 14.900

density 1199 1.004 0.997 0.001 … 1.004

pH 1199 4.010 2.890 0.153 … 4.010

E.g., error bounds for estimates, feature importance, outlier detection, surrogate models.



Sketch-based data profiling for ML data

Data profiling approach

Pros:
Fast access to key metrics
High flexibility
Low memory and storage size
Mergeable
Built on peer-reviewed algos

Cons:
Requires some pre-selection
Underlying algorithm complexity



Building a profiling standard for ML data

365

Properties of sketch-supported 
profiling for logging, analysis, and 
monitoring of ML systems:

● Lightweight
● Configurable
● Mergeable
● Streaming
● Statistically sound

Powered by:



Median example

Values:  5 4 1 5 6 2  

Sorted:  1 2 4 5 5 6
In this example,

How it works: Notation for median and quantiles

For a stream of numbers
with current stream length     :

Rank, 

Number of elements 

Relative rank, 

Normalized rank, 

Quantile, 

Value        s.t.                               or equivalently, 
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Exact calculations

Munro-Paterson proved that the 
lowest amount of space needed to 
calculate a quantile in       passes 
over the data is:

You’d need to store      data points to 
calculate the quantile exactly in 
streaming setting. Not acceptable!

Calculating quantiles in        passes over data

367

Approximate calculations

Data sketching techniques allow us 
to calculate approximate quantiles 
much more efficiently and in one 
pass, if desired for streaming.

Numerous algorithms, but KLL (what 
we use in whylogs):

For a single quantile:

For all quantiles:



A brief look at how quantile sketches (KLL) are made

368
Source: Cardin, Lang and Liberty 2016



Considerations for the whylogs library

Properties of profiling that make 
whylogs great for logging, analysis, 
and monitoring ML systems:

● Lightweight
● Mergeable
● Configurable
● Streaming
● Statistically sound

WhyLabs Confidential



Static 
training 
dataset

Train

Validation

Test

Profile static datasets such as training 
datasets to store, analyze, and use as a 
comparison for monitoring.

Uses the same calculations as other 
profiling, so emphasis on lightweight, 
speed, and common use cases. 

WhyLabs Confidential

Profiling training data and other static datasets



Mon Tue Wed Th Fri Sat

Most typical use case, 
profiling batch or streaming 
production data.

The underlying data (and 
perhaps actuals for 
performance metrics) gets 
logged regularly while you 
serve production traffic.

WhyLabs Confidential

Profiling ongoing production data
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NEW!

With multiple data 
profiles, powerful 
analyses like drift 
detection, event 
monitoring, and 
automated data unit 
testing become 
available.

Single profile analysis, but added value for 2+ profiles
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Data sampling versus profiling experiments:
Comparing error on common statistical distributions
 
Experimental procedure:
For each statistical distribution:
1. Randomly sample 10⁵ records
2. Sample a subset of n_sample records 

such that the subset is as many bytes 
as the profile. This is to compare 
apples to apples.

3. Compare with exact value on sample
4. Repeat steps 2 through 4 for a total of 

24 runs and average the results
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Data sampling versus profiling experiments:
Statistical distributions chosen for experiments

Pareto Type II, or Lomax distribution
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Data sampling versus profiling experiments:
Comparing error on median across distributions
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Data sampling versus profiling experiments:
Comparing error of across q0.95 across distributions



But even low rank error can have a large effect on 
the tail of the distribution where values may be high

377Source: Gangmuk Lim, ICSE 2020 Presentation



Current sketch treats error evenly across rank, but 
opportunities to prioritize left or right tail of data

378Source: Apache DataSketches, Relative Error Quantiles (REQ)
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Want to extend functionality beyond open-source 
whylogs profiles? Try the WhyLabs SaaS platform
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Instructions for getting WhyLabs swag:
● Star the whylogs project on Github

● Join our Community Slack

● Submit a form with relevant info at bit.ly/whylogsswag

Thank you!
Questions?

Also, help build the open 
standard for data logging:

github.com/whylabs/whylogs

join.slack.whylabs.ai

Contact me:
In-person at Data Council Austin
Email:  bernease@whylabs.ai
Social media: @bernease



A subset of ML issues encountered in production

...or it simply doesn’t work, and nobody knows why!

● Experiment/production 
environment mismatch

● Wrong model version deployed
● Underprovisioned hardware
● Inappropriate hardware 
● Latency/SLA issues
● Data permissions misconfigured
● Untracked changes broke prod
● Traffic sent to the wrong model
● Computational instability
● Customers gaming the model 
● PII data exposed 
● Expected accuracy doesn’t 

materialize

● Pre-processing mismatch in 
experiments vs. production

● Retrained on faulty data
● Accuracy improves on one 

segment, regresses in others
● Outliers predicted 

incorrectly
● Bias identified 
● Correlation with protected 

features
● Overfitting on training/test
● Surge in missing values
● Surge in duplicates 

● Poor performance on outliers
● Data quality issues affect 

accuracy
● Production data doesn’t match 

test/training
● Accuracy is decaying over time
● Data drift in inputs 
● Concept drift in outputs 
● Extreme predictions for out of 

distribution data 
● Model not generalizing on new 

data / new segments
● Major consumer behavior shift 
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Most ML issues are observable from the data itself

● Experiment/production 
environment mismatch

● Wrong model version deployed
● Underprovisioned hardware
● Inappropriate hardware 
● Latency/SLA issues
● Data permissions misconfigured
● Untracked changes broke prod
● Traffic sent to the wrong model
● Computational instability
● Customers gaming the model 
● PII data exposed 
● Expected accuracy doesn’t 

materialize

● Pre-processing mismatch in 
experiments vs. production

● Retrained on faulty data
● Accuracy improves on one 

segment, regresses in others
● Outliers predicted 

incorrectly
● Bias identified 
● Correlation with protected 

features
● Overfitting on training/test
● Surge in missing values
● Surge in duplicates 

● Poor performance on outliers
● Data quality issues affect 

accuracy
● Production data doesn’t match 

test/training
● Accuracy is decaying over time
● Data drift in inputs 
● Concept drift in outputs 
● Extreme predictions for out of 

distribution data 
● Model not generalizing on new 

data / new segments
● Major consumer behavior shift 
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