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When members find content 
they love, they enjoy our 

service more



Our messages are designed to 
help them find content to enjoy 



Some ways to reach out to our members
Email                                              Push                                                  SMS                                    



In-App: Notifications  and Alerts
                 



A Variety of Message Types
Recommendations New Arrival New Season Alert Coming Soon



Candidate Messages

Heuristics based:
● If a user watched Stranger Things 

Season 1, then send a message 
about Season 2 arrival

● Do not send if a user has had a 
similar recommendation in the past 
x days

● ….

Decision Engine

Email

Push Notifications

In-App Alerts

A Heuristics Driven Paradigm



Candidate Messages
ML-Driven 
Decision Engine

Email

Push Notifications

In-App Alerts

A Heuristics Driven Paradigm

How many to send?
What to send?



Key Considerations for the System

● Making a personalized, timely decision for every Netflix subscriber

● Removing bias from the system

● Maximizing causal impact 

● Balancing reward against cost



1
Personalizing the 
messaging decision

NETFLIX



p(Y|X)

A Personalized Messaging Decision

Can be estimated using a variety of classification (or regression) techniques -

Linear (or Logistic)Regression, GBDT, Neural Network...etc

Outcome                                                                 Features 



But...

How to obtain data with the full range of messaging frequency 
and message type variations?



2
Removing Bias 
from the System

NETFLIX



The Obvious Candidate: Explore/Exploit 

ε-greedy                UCB                           Thompson 
 Sampling

chart source

● Take a random sample from  
each arm's PDF

● Choose the arm with the 
highest sampled value.

● Explore with probability ε
● Otherwise, choose arm 

with best action

● Pull arm with the highest 
upper confidence bound



An Example Approach: Personalized 
Messaging using Contextual Bandit

Context Messages Chosen

Choose a random message:



Other Examples of Debiasing Techniques: 
Propensity Correction

● Instrument Variables..

R YZ

Noise OutcomeRec

● Propensity Correction (e.g. IPS)



But...

Did a subscriber visit Netflix and watch a movie because the 
message we sent was truly relevant and helpful? 

Would they have watched a show even if we did not reach out?



3
Maximizing Causal 
Impact

NETFLIX



● p(Y|X) only captures 
correlation

● Every observation is 
influenced by past actions 
from our messaging system

A Causal Personalization System

https://xkcd.com/552/



p(Y|X)

Recall that we built a Correlational 
Personalization Model for Messaging...

Outcome                                                                 Features 



p(Y|X, do(R))

Explicitly Model Past Actions 

R∈ {∅, [                       ], [                               ], ….}

Personalized Decision Making



>
Member satisfaction with message Member satisfaction with no message

Send a Message when...

p(Y|X, do(∅))p(Y|X, do([      ] ))



4
Balancing Reward 
against Cost

NETFLIX



More ≠ Better 
How to impose a volume constraint?



How to Impose a Volume Constraint?
● A simple approach: 

     Set an Incrementality Threshold
● Other flavors of 

Reinforcement Learning 



An example of how to put this together….
A Causal Bandit

● Randomly sample from 
frequency and candidate 
message distributions

● Estimate incrementality 
of a message

● Greedily assemble the 
set of messages to 
send, subject to an 
incrementality threshold



Offline Evaluation

Simulate online metrics offline!

User 1       User 2                 User 3            User 4             User 5             User 6  

Explore policy

Reward 

Policy to evaluate



● An A/B test still allows us to evaluate the long term behavior of a given policy

Evaluating Online

Non-personalized

Personalized variant 1

Personalized variant 2

Personalized variant 3



Recap 

● Making a personalized, timely decision for every Netflix subscriber

● Removing bias from the system

● Maximizing causal impact 

● Balancing reward against cost

● Lots of exciting future work…..

Check out more in Recap: Designing a more Efficient Estimator for 

Off-policy Evaluation in Bandits with Large Action Spaces
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